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ABSTRACT 
The present study investigates how human subjects collaborate 
with a computer-mediated chatbot in creative idea generation tasks. 
In three text-based between-group studies, we tested whether the 
perceived identity (i.e., whether a partner was believed to be a bot or 
as a human) or conversational style (human or robotic) of a teammate 
would moderate the outcomes of participants’ creative production. 
In Study 1, participants worked with either a chatbot or a human 
confederate. In Study 2, all participants worked with a human team-
mate but were informed that their partner was either a human or 
a chatbot. Conversely, all participants worked with a chatbot in 
Study 3, but their partner was described as either a chatbot or a 
human. We investigated diferences in idea generation outcomes 
and found that participants consistently contributed more ideas 
and ideas of higher quality when they perceived their teamworking 
partner to be a bot. Furthermore, when the conversational style of 
the partner was robotic, participants with high anxiety in group 
communication reported greater creative self-efcacy in task per-
formance. Finally, whether the perceived dominance of a partner 
and the pressure to come up with ideas during the task mediated 
positive outcomes of idea generation depended on whether the 
conversational style of the bot partner was robot- or human-like. 
Based on our fndings, we discussed implications for future design 
of artifcial agents as active team players in collaboration tasks. 

CCS CONCEPTS 
• Human-centered computing → HCI theory, concepts and 
models. 
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1 INTRODUCTION 
Creativity and collaboration have played a critical role in human 
history. However, as a research area, creativity is an enigmatic topic, 
and some of its most fundamental inquiries, such as how we can 
enhance our creativity, remain open. Studying creativity in teams 
only adds complexity to the topic, but this is a typical setting in 
which we conduct brainstorming and generate extraordinary ideas 
that we can hardly come up with solo. Existing literature in group 
communication and organizational behaviors describes positive 
and negative efects of teamwork on individuals’ productivity and 
creativity [3, 19, 21, 38]. For instance, while our teammates may 
bring diverse perspectives to the table, social pressures may result 
in groupthink and thus hinder productive outcomes of teamwork-
ing [38]. Partners can distract one from focusing on the task at 
hand or hinder one from proposing ideas that contradict an opinion 
leader [37]. We may have little control over our human collabo-
rators, but the possibility for designing computer-mediated team 
players is infnite. This may allow us to attain some of the benefts 
of teamworking while removing some negative efects of social 
pressure. With the burgeoning use of artifcial intelligence (AI) in 
communication applications, recent research has shown examples 
of AI assistants facilitating trustful and efcient communication 
between human teammates [24, 25, 27]. Taking a step further, we 
ask how an autonomous agent may contribute as an active team 
player, instead of a passive assistant, and specifcally, how such 
direct collaboration with an artifcial partner may infuence creative 
production. Thus, in this study, we investigate how people may 
work with a chatbot teammate on an idea generation task. The 
goal of the present research project is to better understand how the 
perceived identity and the conversational style of collaborators on 
team idea generation outcomes. 

Understanding the efect of perceived identity can help solidify 
the future role of artifcial agents in creative team collaboration. 
For instance, if participants show reluctance to collaborate with 
non-human teammates, future research and application can focus 
on adopting autonomous agents as facilitators and reduce direct 
interaction between humans and machine teammates. in addition, 
regardless of the role of future AI agents in teamworking, under-
standing the efect of conversational style informs design implica-
tions for future bots. That is, are there more positive efects when 
a bot partner acts in a robotic or human-like fashion? While pre-
vious literature has suggested bots with more anthropomorphic 
characteristics can elicit more interaction from human users [8, 9], 
we are interested in whether a machine-sounding agent can also 
be benefcial in certain cases. 

To provide context for these inquiries, we review research across 
the felds of social psychology, communication, and human-robot 
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Figure 1: Experiment design of the three studies in the present research. 

interaction (HRI). We describe three text-based studies where par-
ticipants were paired with either a human or a bot collaborator 
to generate creative ideas for a brainstorming task (see Figure 1). 
In Study 1, participants either interacted with a human (real hu-
man) or a bot partner (real bot) to work on a brainstorming task. 
In Study 2, all participants worked with a human confederate but 
were told that their partner was either a human (real human) or 
a bot (fake bot). In Study 3, all participants brainstormed with a 
chatbot but were told that their partner was either a human (fake 
human) or a bot (real bot). We perform systematic comparisons to 
understand whether individuals demonstrated diferent cognitive 
and behavioral patterns when collaborating with human versus ar-
tifcial confederates. Specifcally, we evaluate the efect of perceived 
identity and conversational styles respectively on four aspects: (1) 
task success and idea generation outcomes, (2) creative self-efcacy, 
(3) perception of teamworking partners, and (4) conversational ex-
periences (e.g., pauses, attentiveness, expressiveness, and perceived 
pressure in a conversation). Our results not only show promising 
potential for autonomous agents to serve as active team players 
but also ofer insights into what types of users may beneft from 
working with a bot partner and which conversing styles of the bot 
may make the greatest impact. Our contributions are as follows: 

(1) Emphasizing the role of artifcial agents as active team play-
ers (instead of passive facilitators), we examine the efect of 
collaborating with a bot vs. with a human partner on creative 
ideation. 

(2) Using the theoretical framework of Social Facilitation and 
Distraction-Confict Theory, we test the efects of perceived 
identity and conversational style on human-machine team-
working and creativity. 

(3) We examine how individual diferences may moderate the 
outcomes of teamworking and idea generation with an au-
tonomous agent. 

(4) We discuss the design implications for computer-mediated 
agents performing unstructured tasks (i.e., brainstorming) 
and propose avenues for future research in human-machine 
teamworking and creativity. 

2 BACKGROUND AND RELATED WORK 

2.1 Social Facilitation and Inhibition: The 
Making and Breaking of Teams 

Research on teamwork, especially research examining how humans 
and machines collaborate, has built heavily on Social Facilitation 
Theory [58]. As one of the oldest theories in social psychology, so-
cial facilitation theory suggests the presence of others can motivate 
and improve individuals’ performance. Subsequent research has 
suggested the efect of social facilitation can be decomposed into 
three components, including the efect of mere presence [1, 57, 60], 
cognitive-behavioral cues [13, 47], and social cues [10, 12, 22]. Specif-
ically, the mere presence efect posits that individuals can be infu-
enced by the mere presence of others to perform better. On top of 
that, the performance of others can drive one’s own performance 
by eliciting a sense of competition or peer pressure. Social cues, on 
the other hand, relate to evaluative apprehension, when feedback 
infuences one’s performance [6, 53]. 

Despite being a rich source of cues and motivations, teamwork 
does not guarantee positive outcomes. Working in teams can also 
inhibit creativity [22, 38]. To understand the dynamics of social 
presence, Sanders and Baron [2, 43] posited the Distraction-Confict 
framework, suggesting that individuals’ cognitive capacity is di-
vided with the presence of others. Participant attention is divided 
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between performing their task and monitoring the behaviors of 
their partners. When attention is evenly divided, this confict serves 
as a cognitive stimulus, allowing individuals to be more alert and 
more engaged while participating in the group activity. However, 
when either of the two sources overrides the other (either when a 
person is overly concerned about other team members’ responses 
to his/her performance, or when s/he ignores others’ contributions 
and focuses only on completing the task) such confict can distract 
a team from producing favorable outcomes [2, 5, 43]. 

Synthesizing the above literature, we see mixed outcomes of 
human teamwork on creativity, while the efectiveness of collab-
oration with non-human agents remains a largely open question. 
Therefore, extending from the framework of Social Facilitation The-
ory, we propose the primary research question in the present study 
as: 

RQ1: Can creative ideation be improved by working with a collab-
orator who is, or is perceived to be, a bot? 

2.1.1 The efect of anxiety in group communication. Whether the 
social presence of teammates facilitates or inhibits task success can 
be afected by individual characteristics in team settings, such as 
being timid, thoughtful, sociable, or judgmental when interacting 
with teammates. In particular, individual diferences exist in the 
extent to which people feel anxious in group communication [20, 
39, 49]. Previous literature [49] classifed participants’ patterns of 
interpersonal interaction in teams into fve categories: Individuals 
in Group 1 are bold and demonstrate verbal intrusiveness in group 
conversation; those in Group 2 are more reserved and tend to keep 
a distance from other team members; Group 3 members typically 
feel more relaxed and show a higher degree of spontaneity, Group 4 
members tend to be expressive and critical; and fnally, individuals 
in Group 5 consistently demonstrated nervousness and anxiety in 
front of their teammates, which inhibited their own performance. 
This last phenomenon in group communication resonates with 
the Distraction-Confict framework. Since the cognitive capacity 
of highly anxious people is overwhelmed by concern and worries 
about others, anxious people are unable to engage fully with the 
task at hand. 

In classic human-computer interaction (HCI) literature, Nass 
and colleagues posited that humans were also infuenced by social 
feedback when interacting with computer-mediated agents [34]. 
Subsequent research further found the degree of concern and eval-
uation apprehensiveness toward artifcial agents can be infuenced 
by the number of anthropomorphic features [31, 40]. That is, the 
more human-like characteristics an artifcial confederate exhibited, 
the more concern participants demonstrated toward their partner. 
We propose the efect of evaluative apprehension on anxious partic-
ipants’ cognitive distraction will be relatively mild when a person 
collaborates with a partner whom they believe to be artifcial, or, 
with a partner who demonstrates fewer human-like behavioral cues. 
However, this hypothesis has not yet been systematically tested in 
human-robot teamwork. Therefore, we propose our second research 
question: 

RQ2: How do individual levels of anxiety in group communica-
tion moderate teamwork and idea generation with human and bot 
confederates? 

2.1.2 The efect of perception toward team partners and conversa-
tional experiences. In a teamwork setting, individuals’ performance 
is also commonly afected by their partners. In particular, research in 
group communication has found that individuals are susceptible to 
cues displayed or infuenced by their partners in teamwork settings, 
including dominance, productivity, and social evaluation [12, 35, 38]. 
A dominating teammate may result in opinion leadership and group-
think (i.e., the entire group passively agrees with the opinions of 
a single contributor). The concept of dominance can be quantita-
tively measured by the portion of time a person speaks in a con-
versation or the amount of text delivered in a computer-mediated 
conversation. Whether the person has served as an opinion leader 
resulting in groupthink that complies with his/her opinions is also 
a measure of dominance [33, 35]. Other studies have examined 
the efect of group members’ productivity and found that a less 
motivated or less productive group member may result in social 
loafng, lowering the productivity of an entire team [22, 44, 48, 55]. 
Finally, social psychologists suggested individuals may experience 
evaluative apprehension when trying to understand groupmates’ 
feedback. Attention to social evaluation may then distract them 
from their task performance [7, 16, 53]. Therefore, social evaluation 
has also been found to mediate the efect of social facilitation with 
interactive partners. To sum up, the current study asks: 

RQ3: How do perceptions of team partners and conversational expe-
riences mediate teamwork and idea generation with bot confederates? 

2.2 Teamwork with Non-human Confederates 
Pioneering work in Human-Robot Interaction (HRI) has examined 
the potential of working with robots to mitigate some of the above-
mentioned issues [11, 23, 36, 42]. Unlike the contributions of human 
collaborators, the pace and content of non-human agent responses 
can be fne-tuned to make other groupmates more comfortable and 
engaged [28]. Former research has consistently revealed that, when 
interacting with artifcial collaborators, participants also demon-
strated certain behavioral patterns similar to how they would in-
teract with human confederates [11, 23, 42]. Classic HRI literature 
describes the concept of the "social robot," which suggests that the 
more humanoid features that are embedded in a bot (e.g., facial 
expressions, humanoid appearances), the more likely individuals 
are to view a machine-mediated agent as a human [8, 9]. Various 
studies have examined the efect of autonomous agents’ physical 
appearance and concluded that the degree of embodiment can me-
diate the level of social facilitation [23, 26, 36]. That is, when the 
confederate was presented in a highly embodied form, such as in a 
humanoid robot, the social facilitation efect tended to be stronger. 
Conversely, when a non-human confederate appears in a low-level 
embodiment format, such as an animated image on the screen, par-
ticipants were less likely to beneft from social facilitation. Ongoing 
work in the feld found robots in teams can facilitate interpersonal 
interaction and alleviate conficts among other human teammates 
[24, 50, 56]. More recently, scholars have proposed the ideas that 
the tireless, constantly productive nature of robots may encourage 
other human teammates in a group to contribute continuously as 
well [4, 56]. 

In our literature review, we also found several gaps in the ex-
isting literature. First of all, the majority of former studies treated 
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Figure 2: A conceptual framework of the present study. 

non-human agents as passive others, where artifcial agents were 
present in team settings but ofered a minimal amount of inter-
action [23, 32, 41, 42, 59, 61]. Therefore, though the fndings of 
these experiments provide insight into the mere presence efect 
of non-human confederates, our understanding of their cognitive-
behavioral and social cues remains limited. On top of that, given the 
facilitating or even passive role of bots in former research, evalua-
tion of experiment outcomes often focused on task success and/or 
completion. As a result, there is little research studying human-
robot teamworking through unstructured tasks, and the adoption 
of an idea generation task was even less common. Hence, our under-
standing of human-robot teamworking in creative ideation remains 
underexplored. 

More recently, a growing body of literature has emphasized 
the importance of studying interactive bots [46, 62], suggesting 
that manipulating various anthropomorphic features in robots’ 
physical appearances can improve human-bot teamworking. Thus, 
a common approach in these studies was to compare diferent 
versions of bots. By contrast, a core interest of the present study 
lies in comparing the diference between how individuals interact 
with human versus non-human collaborators. Abundant literature 
in HRI has suggested that individuals activate a distinct cognitive 
system when interacting with robotic entities [14, 62]. Therefore, 
in the present study, we investigate the teamworking outcomes 
when participants collaborate with confederates that are either 
perceived as a bot or as a human, while assessing how the informed 
and perceived artifciality of the collaborative entity may elicit an 
efect. In summary, the conceptual framework of the present study 
is illustrated in Figure 2. 

Our contributions are thus threefold. First of all, while former 
human-machine collaboration research mostly adopted artifcial 
confederates as a passive audience (particularly, machines did not 
directly interact with human participants in idea generation tasks) 
[23, 32, 41, 42, 59, 61], the current study will investigate non-human 
agents as interactive co-actors in a team idea generation task (i.e., 
machines will directly participate in the idea generation process). 
Secondly, existing human-robot interaction (HRI) and human-
computer interaction (HCI) literature has largely emphasized the 
role of physical appearance and embodiment of collaborative con-
federates [23, 36]. As a result, the efect of behavioral and social cues 
on social facilitation with artifcial agents is less discussed. There-
fore, the current study adopts the model of Distraction-Confict 

Theory [2, 43] to investigate whether human-machine collabora-
tion can also be mediated by attentional conficts caused by social 
and behavioral cues. Finally, this study addresses individuals’ per-
ceptions of machines as another less-discussed attribute in former 
human-machine social facilitation literature. Specifcally, we exam-
ine how the perceived human or non-human identity of a conversa-
tional partner, in combination with the social cues of a human- vs 
non-human conversational style, would potentially infuence social 
facilitation between humans and machines. 

3 STUDY 1: REAL BOT VS. REAL HUMAN 

3.1 Method 
3.1.1 Pilot study. Prior to the formal data collection process, we 
conducted a pilot study with 28 participants, who were randomly 
assigned to work with either a robotic chatbot or a friendly chatbot 
pretending to be a human. Based on our pilot study, we ensured the 
validity of our measurement and refned the study protocol. Using 
G*Power 3.1, we conducted a power analysis for an independent 
sample t-test (α = .05) to determine the sample size, which is around 
30 participants per condition. After piloting, we also pre-registered 
our study on Open Science Framework (https://osf.io/r4ye8/). 

3.1.2 Participants and Procedure. We recruited a sample size of 
N = 63 (32 in the Real Bot condition and 31 in the Real Human 
condition) through Mechanical Turk (MTurk), using the following 
recruitment criteria: (1) participants located in the United States, 
(2) HIT approval rate greater than 97%, and (3) more than 500 HITs 
approved over the worker’s lifetime. The mean age of the sample 
was 37.54± 10.86. 58% of the participants identifed as male and 42% 
identifed as female. The experiment was distributed and conducted 
entirely online via Qualtrics. Participants who consented to par-
ticipate frst completed a pre-survey reporting their self-evaluated 
creativity [54] and level of anxiety in group communication [49]. 
They then worked on a brainstorming task with a conversational 
partner through online chat. During the brainstorming part of the 
study, participants in the Real Bot condition were directed to an 
external website where we implemented the chatbot to work on 
the brainstorming task; participants in the Real Human condition 
logged in to a Google Hangout account with provided credentials to 
converse with a research assistant (RA). During the brainstorming 
task, they were asked to come up with creative ideas for water and 
energy conservation. Afterwards, participants responded to a post-
study survey regarding their experiences in the brainstorming task 

https://osf.io/r4ye8/


IdeaBot: Investigating Social Facilitation in Human-Machine Team Creativity CHI ’21, May 8–13, 2021, Yokohama, Japan 

and their evaluation of their conversational partner. Participants 
who successfully completed the study were compensated with $7 
cash. For all studies, all participants provided informed consent, 
and all protocols were reviewed and approved by the Institutional 
Review Board (IRB). 

In particular, there are several methodological details that we 
paid close attention to while carrying out our experiments: 

• Participation in brainstorming: We specifed in the re-
search consent form that participants were required to take 
part in the brainstorming task in order to receive compensa-
tion, and thus, participants who did not interact at all with 
their partner nor contribute any ideas during the task were 
excluded from data analysis. 

• Timing of the task: We allotted 10 mins for each chat and 
began timing when the participant sent out the frst text. The 
mean time from login to exit was 10.51 mins. On average, 
participants spoke for 50.87% (5.34 mins) of each conversa-
tion. 

• Pacing during the conversation: We paced both human 
and bot confederates. The RA referred to a script and would 
copy-and-paste a response to the chat if it ft well with the 
ideation content in order to avoid typing too slowly. To 
match this speed, the chatbot’s default “thinking” time was 
3.5 seconds (determined through our pilot study), during 
which participants saw the [. . . ] sign indicating their partner 
was inserting messages. 

• Human confederate: To eliminate individual diferences in 
the human confederate, the same RA interacted with partici-
pants in all study sessions. The same RA also interacted with 
participants in subsequent studies (Study 2 and 3), which 
will be elaborated later in the paper. 

• Conversational styles: Though each conversation difered 
in the ideas generated, the RA followed sample transcripts 
(see Appendix) to engage in the bot vs. human conversational 
styles. 

3.1.3 Study Materials. Using a consumer chat bot platform, Juji.io, 
we created Idea Bot for the Real Bot condition. We used the Juji 
Studio user interface to design the conversational fow. Addition-
ally, we used Juji IDE to revise the code and customized certain 
functionalities of the chatbot to accommodate the need for the 
present research. Specifcally, we prevented the chatbot from re-
trieving Juji’s pre-built-in dialogue libraries, so that the chatbot 
would only follow the conversational script written for the study. 
We also included a timer function in the chatbot, so that when the 
conversation reached 10 minutes, the bot would suggest wrapping 
up the conversation. To simulate the experience of speaking with 
an robotic confederate, we intentionally made the language used in 
the conversation more polite and formal. For example, the chatbot 
would start the conversation with "Hi there! I’m Idea Bot. I’m your 
AI helper to come up with cool ideas." We used a cartoon robot 
image as the avatar of the chat bot. Unlike most of the modern 
AI-mediated chatbots, the bot implemented in the present research 
did not embed any real-time active learning features, since our goal 
is not to build a human-like chatbot, but to simulate a collaborative 
experience that elicits less social pressure and is distinguishable 

from interacting with human confederates. Therefore, we imple-
mented a rather simple chatbot following the same conversational 
fow when interacting with participants in order to focus on com-
paring the efect of perceived identity and conversational style on 
human-machine teamworking outcomes. 

The chatbot applied the same conversational fow when inter-
acting with all participants (as illustrated in Figure 3). The chatbot 
would frst greet the participants, introduce itself, and invite par-
ticipants to start working on the task. Following this, the chatbot 
would propose the frst idea, ask participants’ opinions about the 
idea, and ask whether they had other ideas in mind. If participants 
did not have an idea to contribute, the chatbot would move on to 
propose the next idea. If the bot could not understand what par-
ticipants said, the default response was "Tell me more about that!" 
It would then wait for participants’ response, and move on to pro-
pose the next idea. During the 10-minute brainstorming task, the 
chatbot could potentially contribute as many as ten ideas, which 
included (1) collecting and reusing rain water, (2) installing smart 
toilets to water usage when fushing, (3) installing water-saving 
flters on fountains and faucets, (4) installing small solar panels to 
support electricity usages in household, (5) installing small wind 
mills to support energy usages, (6) going "paper-less" and printing 
as few materials out as possible, (7) bringing your own shopping 
bags to grocery shopping, (8) bringing your own containers or 
bottles to restaurants and cofee shops, (9) eating less meat and 
consuming more vegetarian/plant-based food, (10) carpooling and 
taking public transportation more often instead of driving your 
own vehicles. These ten ideas were selected from the top ten ideas 
that participants most often came up with in a previous study that 
used the same prompt [51]. The research assistant also followed a 
study script to interact with participants, which also started with 
greetings and self-introduction. The research assistant proposed 
the same set of ten ideas, but the order of presentation depended 
on the conversation with participants. The research assistant could 
also respond appropriately to what participants said. 

3.1.4 Measures. Adopting a triangulation approach [17], we cap-
tured participants’ idea generation experience and outcomes through 
a diverse set of variables, including qualitative and quantitative mea-
surement. First of all, we recorded chat transcripts of during all con-
versations, and we analyzed participants’ brainstorming processes 
using the Linkography method [18, 29]. Secondly, we included three 
open-ended questions in the post-survey, asking participants to 
describe their thought processes during the brainstorming task, 
and to describe their conversational partner. Thirdly, our pre- and 
post-surveys included various quantitative variables according to 
categories in our theoretical framework, which we elaborate below. 
All quantitative variables used in the current research were mea-
sured on 7-point Likert scales unless specifed otherwise. Table 1 
provides descriptive statistics of all quantitative measures. 

Dependent Variables: Dependent variables included both re-
searcher coded and participants’ self-reported measures of task 
performance. Idea generation outcomes were coded from par-
ticipants’ chat transcripts, and evaluated on six measures [30, 45]. 
These include (1) the number of ideas generated. (2) The length of idea 
description calculated by word-counts of each idea. (3) Originality 
of ideas, coded on a 3-point scale. An idea’s originality was coded 
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(a) The conversational fow of Idea Bot (Dashed lines denote cases when 
the bot cannot understand what participants said). (b) A screenshot of conversation with Idea Bot 

Figure 3: The conversational fow design of Idea Bot with an example 

as 1 if it is an existing idea, as 2 if participants combined an existing 
idea with their own new input, and as 3 if it was an completely new 
idea that has not been commonly practiced for water and energy 
conservation. (4) Logic with partner was coded in a binary fash-
ion, capturing whether an idea is (1) or is not (0) related to what 

their partner previously proposed. (5) Similarly, Logic with oneself 
was also a binary measure, denoting whether the idea connected 
to what participants previously mentioned themselves or not. (6) 
Load of information in ideas was coded on a scale of 3-point scale, 
measuring the amount of information embedded in the idea. 
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Table 1: Descriptive Statistics of the Three Studies 

Experiment Study 1 
M S .D . 

Study 2 
M S .D . 

Study 3 
M S .D . 

Anxiety in group communication 3.87 1.23 4.36 1.35 4.12 1.26 
Idea generation outcomes 

Count of ideas 5.31 3.55 4.03 3.06 4.65 3.36 
Length of idea 19.33 10.83 14.70 7.94 16.90 9.69 
Originality 1.27 0.36 5.11 3.07 3.27 2.94 
Load of information 1.80 0.54 1.46 0.61 1.63 0.59 
Logic with oneself 0.25 0.20 0.26 0.20 0.24 0.23 
Logic with partner 0.28 0.27 0.27 0.17 0.28 0.21 

Creative self-efcacy 5.06 1.29 5.38 1.01 5.24 1.18 
Perception toward partner 

Perceived dominance 2.70 1.66 3.40 2.06 3.89 1.79 
Perceived productivity 5.95 1.07 5.90 1.09 6.00 1.03 
Perceived creativity 4.77 1.88 5.11 1.34 4.96 1.58 
Concerns about partner 3.48 1.83 4.40 1.85 3.93 2.08 

Conversational experiences 
Express thoughts 6.38 0.87 6.25 0.85 6.24 0.79 
Pause and wait 5.92 1.29 5.78 1.12 5.44 1.69 
Pressure to contribute 3.81 2.01 4.28 1.81 4.70 1.89 

Self-report measurement of task performance was captured by 
fve items of creative self-efcacy (Cronbach’s α = .96) adopted 
from Tierney et al.’s literature [54]: (1) "I have confdence that I 
solved the task creatively." (2) "I had a knack for further developing 
the ideas of others." (3) I feel that I was good at generating novel 
ideas during the task." (4) I had a lot of good ideas during the task." 
(5) "I had good imagination during the task." 

Moderating variables: Twelve items, including both positive 
and negative measures of the level of anxiety in group commu-
nication (Cronbach’s α = .91), were taken from Stephen et al. [49]. 
Positive measures of group anxiety asked whether participants tend 
to "follow rather than lead a conversation," "give vague answers and 
do not often take a stand," "sensitive to criticism," "show nervous-
ness when speaking in front of the public," "often say the frst thing 
that comes to mind," "hold back in a group conversation." Negative 
measures surveyed whether participants "express ideas well, speak 
easily and smoothly," "answer questions with a simple ’yes’ or ’no’," 
"control what gets talked about," "take the initiative, ofer sugges-
tions, information, or plans," "dominate others in conversation," and 
"appear confdent" in a group conversation. We calculated anxi-
ety scores for all participants by taking the average of the twelve 
items. The distribution of participants’ anxiety scores is displayed 
in Figure 4. We further conducted the Shapiro test of normality, and 

results showed that participants’ anxiety scores in all three studies 
were normally distributed (Study 1: p = 0.373; Study 2: p = 0.276; 
Study 3: p = 0.405). 

Mediating variables: Based on the present theoretical frame-
work, mediating variables can be broken down into two categories. 
(1) Perception toward teamworking partners: Per our litera-
ture review, we measured participants’ perceived dominance and 
productivity of their partner. Given the context of the present experi-
ment (i.e., teamworking on a brainstorming task), we also asked par-
ticipants to evaluate how creative their partners were. (2) Conver-
sational experiences capture whether participants could freely 
express their thoughts in the conversation, whether they paused 
and waited for their partners while noting the (...) sign when their 
partners were inserting messages, and whether they felt pressured 
to come up with ideas when they were asked to contribute to the 
task [33, 35]. 

Data exclusion: To check the success of our experimental ma-
nipulation, we asked participants whether they considered their 
conversational partners as "absolutely bot" or "absolutely human." 
Participants responded to this question using a 100% slider scale. 
We placed this question at the very end of the survey to prevent 
it from priming participants’ suspicions about the real identity of 
their partner and thus afecting their responses to other questions. 

(a) Study 1 (b) Study 2 (c) Study 3 

Figure 4: Distribution of participants’ anxiety scores in group communication. The vertical black line in each plot denotes the mean. 
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Participants were also asked to describe their partners using open-
ended responses. Accordingly, we applied two methods for data 
exclusion: (1) we removed participants in the bot condition who 
rated their partner as “absolutely human,” and vice versa; (2) two 
RAs reviewed open-ended responses where participants described 
their partners and removed those who indicated suspicion. As a 
result, we removed one participant’s response from Study 1. 

3.1.5 Plans for Data Analysis. We used two-tailed, independent 
sample t-tests to evaluate the main efect of experimental condi-
tions on dependent variables. To test the signifcance of moderating 
efects, we applied general linear models from the lmer package in 
R, including participants’ unique IDs as a random factor. Finally, we 
performed path analysis to test mediation, using the single-mediator 
SEM model of the lavaan package in R. For analysis measurement 
without a fxed scale (e.g., the total count of ideas generated, the 
length of idea description), we used standardized z-scores for anal-
ysis. Furthermore, based on convention in statistics literature [52], 
we excluded data with values outside the range of M ± 3.29S .D. to 
mitigate the efect of extreme values. 

3.2 Results 
We began our data analysis by assessing whether the experimental 
manipulation was successful. To perform the manipulation check, 
we conducted a two-tailed independent sample t-test. Test results 
showed signifcant mean diference of partner’s realness between 
the two conditions (t = −9.11, p < 0.001), where participants in the 
real human condition were more likely to rate their conversational 
partner as a real human confederate (M = 83.25, S .D. = 4.55) than 
participants in the real bot condition did (M = 16.83, S .D. = 5.61). 
Following, we adopted the analytic plans as mentioned above to test 
whether the experimental conditions, moderating variables, and 
mediating variables produced signifcant efects. Summary statistics 
of all test results can be found in Table 2. 

Idea generation outcomes: Using two-tailed independent sam-
ple t-tests, we frst examined whether the quantity of ideas gener-
ated by participants difers between the two conditions, using the 
standardized z-scores for analysis. We found participants in the real 
bot condition contributed signifcantly more ideas than those in 
the real human condition (t = 6.24, p < 0.001). Next, we looked at 
the length of individual idea description by word count. Again, we 
performed the t-test with standardized z-scores, excluding extreme 
values outside the range of ±3.29 [52]. Results showed participants 
responded with longer idea descriptions in the real bot condition 
(t = 3.46, p = 0.001). When evaluating each idea generated, partici-
pants in the real bot condition came up with ideas that were rated 
as more original (t = 4.47, p < 0.001) and with a greater load of 
information (t = 4.83, p < 0.001). In terms of logical connection 
between ideas, participants in the real bot condition were more 
likely to relate to former ideas of their own (t = 3.43,p < 0.001). 
However, there were no signifcant diference in the number of 
logical connections whether participants built their ideas upon a 
bot’s or a human partner’s (t = 1.67, p = 0.100). Also see Figure 10 
for the mean diferences of idea generation outcomes by the two 
conditions. 

Additionally, we examined the linkographs of participants’ team 
collaboration outcomes. These linkographs demonstrate the quan-
tity of ideas using nodes and their connectivity using links. The 
higher density in these “webs” of ideas showed greater relevance 
between former and later ideas. The distance between connected 
dots shows whether related ideas came from adjacent ones or from 
those contributed much earlier in a conversation. When investi-
gating participants’ linkographs (see Figure 6), we also see more 
complex, interrelated patterns of brainstorming process for those in 
the real bot condition, whereas patterns in the real human condition 
were relatively sparse. 

Creative self-efcacy: Based on an independent sample t-
test, there was no direct main efect of experimental conditions 
on creative self-efcacy (t = 0.73, p = 0.500). Through a gen-
eral linear model, we found participants’ self-efcacy was sig-
nifcantly moderated by their anxiety in group communication 
(F (3, 59) = 1.64, R2 = .07,p = 0.042). We further probed the two-
way interaction using the Johnson-Neyman technique to defne its 
statistically signifcant region. Specifcally, we found highly anx-
ious participants (anxiety scores > 5.04 on a 7-point scale) reported 
signifcantly higher creative self-efcacy when brainstorming with 
a bot, compared to those interacting with a human confederate. 
Figure 7 shows the interaction efect on the left. 

Perception toward teamworking partners: Through inde-
pendent sample t-tests, we found that participants rated their bot 
partner as signifcantly more dominant than the human confederate 
(t = 2.82, p = 0.006). On top of that, we performed an SEM path 
analysis using the lavaan package in R. Results suggested the efect 
of experimental conditions on the total number of ideas generated 
was signifcantly mediated by the degree of perceived dominance 
of their conversational partners (β = 14.30, S .E. = 7.11, p = 0.021). 
More specifcally, the fnding that participants in the real bot con-
dition came up with more ideas can be partially explained by the 
higher level of dominance they sensed from their chatbot partner. 
Otherwise, participants in the two conditions viewed their conver-
sational partners as equally productive (t = −0.34,p = 0.700) and 
creative (t = −1.55,p = 0.100). Additionally, participants were no 
less concerned about the bot partner’s feedback than that of the 
human confederate (t = 0.10, p = 0.090). 

Conversational experiences: According to results of indepen-
dent sample t-tests, we found participants in the real bot condition 
felt greater pressure to come up with ideas when their partner asked 
for contributions (t = 3.08, p = 0.003). We again performed a SEM 
path analysis, based on which we found participants’ perceived 
pressure in the conversation signifcantly mediated their creative 
self-efcacy (β = 0.40, S .E. = 0.17,p = 0.021) and marginally medi-
ated the total number of ideas generated (β = 0.56, S .E. = 0.40, p = 
0.058). In both conditions, participants reported they were equally 
likely to pause and wait for their collaborators while they saw the 
sign of them inserting messages (t = 1.47, p = 0.100). Moreover, in 
both conditions, participants reported that they were able to freely 
express their thoughts (t = 1.52, p = 0.100). The above-mentioned 
mediation pathways are illustrated on the right of Figure 7. 
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(a) count of idea (b) length of idea (c) originality (d) load of info (e) logic w/ oneself (f) logic w/ partner 

Figure 5: Study 1: Main efect on idea generation outcomes. (The y-axis denotes in each subfgure denotes value of the variable as specifed in 
the subfgure’s header. Values shown in subfgure (a) and (b) are standardized z-scores of the variables.) 

(a) The Linkograph of the participants who generated the most ideas in the Real Bot condition 

(b) The Linkograph of the participants who generated the most ideas in the Real Human condition 

Figure 6: Study 1: Examples of high-performing participants’ Linkographs 

Figure 7: The moderating efect of anxiety in group (left) and the mediating efect of perceived dominance and pressure (right) 

3.3 Discussion 
In Study 1, we found participants generated more ideas and ideas 
of better quality (i.e., more original, with more detailed descrip-
tions, and with a greater information load) when they interacted 
with a chatbot in a brainstorming task. In the real bot condition, 
participants were also more focused on their idea generation pro-
cess, demonstrating more logical connections among their own 
ideas. This result aligns with our hypothesis based on the Social 
Facilitation Theory: because participants would worry less about 
judgments from their bot partners, they yielded more fruitful out-
comes in the task. Additionally, there was a signifcant interaction 

with self-reported anxiety, with participants who demonstrated 
greater anxiety in group communication reporting a higher degree 
of creative self-efcacy when they interacted with a bot partner. 
Based on our mediation analyses, the positive efect of teamwork-
ing with a bot on idea generation outcomes may be explained by 
the perceived dominance of conversational partners as well as the 
amount of pressure to come up with new ideas. However, besides 
the perceived identity of collaborators, the diferent conversing 
styles of a human and a bot can also afect task outcomes. In partic-
ular, the fast-paced conversing style and the fewer social exchanges 
in dialogues with a chatbot can also account for the greater number 
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of ideas generated. Therefore, to further understand how the per-
ceived identity and conversing style of conversational partners may 
lead to distinct teamworking outcomes, we conducted a follow-up 
study using a human research assistant confederate for both the 
"human" and "bot" conditions as described below in Study 2. 

4 STUDY 2: FAKE BOT VS. REAL HUMAN 
Based on fndings in Study 1, we further asked whether the positive 
teamworking outcomes of idea generation were due to the perceived 
identity or the conversational style of collaborators. Therefore, in 
Study 2, we controlled the conversing styles by having a human 
confederate interact in a friendly human tone in both conditions. 
With this experiment design, we intended to answer the following 
research questions: 

RQ1a: Given a humanoid conversing style, how does the perceived 
identity of a non-human confederate infuence the teamworking out-
comes of idea generation? 

RQ2a: Given a humanoid conversing style, how does the level of 
anxiety in group communication moderate teamworking and idea 
generation with a non-human confederate? 

RQ3a: Given a humanoid conversing style, how do perceptions 
toward teamworking partners and conversational experiences mediate 
teamworking and idea generation with non-human confederates? 

4.1 Method 
To understand the efect of perceived identity of collaborative con-
federate on teamworking outcomes and experiences, we conducted 
a follow-up study replicating the materials and procedures of Study 
1, with the exception that all participants in Study 2 worked with 
a human confederate. The purpose of this study design was to 
control the conversing style of the teamworking partner, leaving 
perceived identity as the sole manipulated variable. Therefore, all 
participants logged in to a pre-registered Google Hangout account 
and chatted with the same human partner. Participants in the real 
human condition were informed that their partner was a research 
assistant, and participants in the fake bot condition were told that 
they were collaborating with a chatbot. Again, participants were 
recruited through MTurk and were randomly assigned to one of the 
two conditions. To prevent repeated participation, we used MTurk 
flters to exclude participants who had participated in Study 1. All 
measures in Study 2 included the same measures as in Study 1. We 
also adopted the same approaches for data exclusion. After flter-
ing out disqualifed data from three participants, data from N = 68 
participants were adopted for analysis (gender: m = 42, f = 25, age: 
M = 37.80, S .D. = 12.20). 

4.2 Results 
We again started by performing a two-tailed independent sam-
ple t-test for the manipulation check. The test result suggested a 
successful manipulation in the experiment (t = 3.46, p < 0.001), 
where participants in the real human condition were more likely 
to believe their conversational partner was, indeed, a human (M = 
73.21, S .D. = 5.22) than those in the fake bot condition (M = 
47.65, S .D. = 5.21). 

Idea generation outcomes: Aligning with Study 1’s fndings, 
independent sample t-tests also revealed signifcant mean difer-
ences in the quantity of ideas (t = 3.83,p < 0.001), length of idea 
description (t = 3.88,p < 0.001), originality of idea (t = 2.75, p = 
0.008), load of information (t = 2.93, p = 0.002), logical connection 
with oneself (t = 4.48, p < 0.001). In particular, more ideas were 
generated and with higher quality in the fake bot condition. Again, 
there was no signifcant diference in the likelihood of building on 
partners’ ideas between the two conditions (t = 0.66, p = 0.090). 

Creative self-efcacy: Once again, we did not observe a signif-
icant main efect of the experimental conditions on participants’ 
creative self-efcacy (t = .53,p = 0.600). However, in Study 2, 
we also no longer observed a signifcant moderating efect of par-
ticipants’ anxiety in group communication (F (3, 59) = 0.43, R2 = 
.02,p = .470). We discuss possible explanations for this fnding 
below. 

Perception toward conversational partners: Compared to 
Study 1, participants evaluated their conversational partner quite 
diferently than in Study 2. To begin with, the diference in perceived 
dominance was only marginally signifcant (t = 1.91, p = 0.060), 
where participants viewed the real human partner as slightly more 
dominating. As a result, when we tested the mediating efect of part-
ner’s dominance, the result in Study 2 was no longer signifcant. Fur-
thermore, participants reported the human confederate as more cre-
ative (t = 2.84,p = 0.006) and more productive (t = 2.63, p = 0.010) 
than the supposed "bot" confederate. On top of that, participants 
also expressed more concern about their human partner’s feedback 
(t = 2.28, p = 0.030). 

Conversational experiences: Similar to Study 1, self-report 
measurement did not reveal any signifcant diferences in whether 
participants could freely express themselves (t = 0.21,p = 0.80) 
and whether they paused and waited for their teammates (t = 
0.37, p = 0.70). Distinct from Study 1, participants reported greater 
pressure to come up with new ideas in the real human condition 
(t = 2.17, p = 0.033). However, the between-group diference was 
less signifcant than that in Study 1 (F = 5.58,p = 0.001). As a result, 
the mediating efect of perceived pressure on creative self-efcacy 
and total number of ideas generated was not replicated in Study 2. 

4.3 Discussion 
Despite applying a humanoid conversing style across conditions, 
Study 2 replicated the main efect of teammates’ perceived identity 
on positive idea generation, as observed in Study 1. However, the 
moderating efect of group anxiety and the mediating efect of 
conversational experiences and perception toward partners were 
no longer signifcant. Based on these results, we asked whether the 
two-way interaction and mediation in Study 1 can be attributed 
specifcally to the robotic conversing style of the bot partner. To 
tackle this inquiry, we conducted Study 3 as a fnal follow-up study. 

5 STUDY 3: REAL BOT VS. FAKE HUMAN 
As mentioned above, the motivation to implement Study 3 was not 
only to confrm whether the main efect of experimental conditions 
in Study 1 was dependent on conversational partners’ conversing 
styles but also, to investigate whether the moderating and me-
diating efect on creative self-efcacy is unique to experiencing 
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a robotic conversing style. Therefore, we proposed additional re-
search questions for Study 3: 

RQ1b: Given a robotic conversing style, how does the perceived iden-
tity of a non-human confederate infuence the teamworking outcomes 
of idea generation? 

RQ2b: Given a robotic conversing style, how does the level of anxiety 
in group communication moderate teamworking and idea generation 
with a non-human confederate? 

RQ3b: Given a robotic conversing style, how do perceptions to-
ward teamworking partners and conversational experiences mediate 
teamworking and idea generation with non-human confederates? 

5.1 Method 
To further understand the efect of the conversing style of team-
working partners on participants’ creative self-efcacy, as well as 
to confrm the positive idea generation outcomes when working 
with a chatbot partner, we conducted a third study. In Study 3, we 
replicated the materials and procedures of Study 1 and 2, with one 
exception. In this study, participants all worked with a chatbot, but 
those in the real bot condition were told the true identity of their 
collaborator, while those in the fake human condition were told that 
the partner was a human. Participants were again recruited from 
MTurk, applying flters to prevent repeated participation. Again, 

since we were concerned that participants in the fake human condi-
tion of Study 3 would be more likely to question the actual identity 
of their conversational partner, we again applied both quantitative 
(i.e., responses to the "absolutely bot" vs. "absolutely human" slider 
question) as well as open-ended responses for data screening. Two 
research assistants again involved in the review process to flter out 
participants who were in the fake human condition but strongly 
believed that their partner was a bot. After excluding disqualifed 
data from 11 participants, the sample size of Study 3 is N = 54 (gen-
der: m = 32, f = 21; age: M = 37.48, S .D. = 11.00). There were 28 
participants in the real bot condition and 26 participants in the fake 
human condition. 

5.2 Results 
We again began our analysis by performing a manipulation check 
with an independent sample t-test. The test result showed a sig-
nifcant diference between the group means of participants’ per-
ceptions of their partners’ identity (t3.87,p < 0.001). Specifcally, 
those in the real bot condition were signifcantly more likely to 
consider their partners as a bot (M = 15.88, S .D. = 11.24), while 
those in the fake human condition were more likely to believe that 
their partners were a human (M = 71.69, S .D. = 15.10). 

(a) count of idea (b) length of idea (c) originality (d) load of info (e) logic w/ oneself (f) logic w/ partner 

Figure 8: Study 2: Main efect on idea generation outcomes. (The y-axis denotes in each subfgure denotes value of the variable as specifed in 
the subfgure’s header. Values shown in subfgure (a) and (b) are standardized z-scores of the variables.) 

(a) The Linkograph of the participants who generated the most ideas in the Fake Bot condition 

(b) The Linkograph of the participants who generated the most ideas in the Real Human condition 

Figure 9: Study 2: Examples of high-performing participants’ Linkographs 
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(a) count of idea (b) length of idea (c) originality (d) load of info (e) logic w/ oneself (f) logic w/ partner 

Figure 10: Study 3: Main efect on idea generation outcomes. (The y-axis denotes in each subfgure denotes value of the variable as specifed 
in the subfgure’s header. Values shown in subfgure (a) and (b) are standardized z-scores of the variables. 

(a) The Linkograph of the participants who generated the most ideas in the Real Bot condition 

(b) The Linkograph of the participants who generated the most ideas in the Fake Human condition 

Figure 11: Study 3: Examples of high-performing participants’ Linkographs 

Idea generation outcomes: Just as in Study 1 and Study 2, we 
observed more fruitful outcomes of idea generation in the real bot 
condition. With independent sample t-tests, we found that when 
participants were informed that they would be working with a 
bot partner, they produced signifcantly more ideas (t = 3.83, p < 
0.001). The ideas generated with a bot partner contained more 
detailed idea description (t = 3.88,p < 0.001), greater originality 
(t = 2.75, p < 0.01), more information (t = 2.93, p < 0.001), and 
more logical connection with oneself (t = 4.48,p < 0.001). Again, 
there was no signifcant diference in the likelihood of building on 
partners’ ideas between the two condition (t = 0.66, p = 0.091). 

Creative self-efcacy: Aligned with Study 1 and 2, there was 
no signifcant diference in creative self-efcacy between the two 
conditions (t = 0.79,p = 0.500) according to the test result of an 
independent sample t-test. Nonetheless, we observed a marginally 
signifcant two-way interaction between the perceived identity of 
teamworking partners and the level of anxiety in group communi-
cation (F (3, 50) = 1.01, R2 = .06, p = 0.100). The interaction efect 
was further probed by the Johnson-Neyman technique, where the 
test results suggest a statistically signifcant region at the modera-
tor’s value (i.e., the level of anxiety in group communication) greater 
than 5.50 on a 7-point scale. That is, participants who were highly 
anxious in teams reported signifcantly greater creative self-efcacy 
when they were working with a bot. 

Perception toward conversational partners: Similar to Study 
2, given the same conversing style, participants considered their 
human partner as more dominating, while the mean diference 
between the two conditions in Study 3 was more signifcant (t=3.30, 
p=0.002). We further performed a path analysis and found the per-
ceived dominance of partners had a signifcant mediating efect on 
the number of ideas generated (β=-1.98, S.E.=0.99, p=0.030). How-
ever, the direction of the mediation is distinct from Study 1. More 
specifcally, participants who perceived their partners as more dom-
inating tended to contribute fewer ideas. Thus the fnding that 
participants in the fake human condition yielded a smaller number 
of total ideas could be partially due to the fact that their partner 
was perceived as more dominating. 

Conversational experiences: With independent t-tests, we 
found main efects of the experimental conditions on conversational 
experiences. The frst, participants in the real bot condition sug-
gested they could express their thoughts in the conversation more 
freely than those in the fake human condition did (t=2.60, p=0.012). 
Participants were also more likely to pause and wait for their bot 
partner when it was producing a new message (t=2.27, p=0.027). 
However, there was no signifcant diference in the amount of pres-
sure to come up with new ideas during the task (t=0.19, p=0.854). 

https://S.E.=0.99
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Table 2: Summary Statistics of the Three Studies 
Note: B: Bot condition; H: Human condition; X: Main efect of experimental conditions; X*W: Moderating efect of the level of anxiety in 
group communication; M: Mediating efect of perception toward partners or conversational experiences 

Experiment Study 1 Study 2 Study 3 
Condition 
Perceived identity 
Conversational style 

Real Bot Real Human 
Bot Human X X*W M 
Bot Human 

Fake Bot Real Human 
Bot Human X X*W M 

Human Human 

Real Bot Fake Human 
Bot Human X X*W M 
Bot Bot 

Idea generation 
Count of ideas 6.85 3.62 B>H 5.29 2.70 B>H 6.04 3.19 B>H 

Length of ideas 
(3.72) (1.76)
20.10 17.44 B>H 

(3.36) (1.03)
16.20 13.01 B>H 

(3.16) (1.39)
18.06 15.06 B>H 

Originality 
(9.38) (12.27)
1.39 .76 B>H 

(7.63) (8.06)
1.61 1.22 B>H 

(8.53) (10.82)
1.06 .76 B>H 

Info load 
(.67) (.40)
1.95 1.07 B>H 

(.57) (.35)
1.68 1.32 B>H 

(.66) (.51)
1.78 1.46 B>H 

Logic w/ self 
(.86) (.53)
.31 .11 B>H 

(.55) (.58)
.34 .16 B>H 

(.52) (.63)
.32 .14 B>H 

Logic w/ partner 
(.20) (.09) 
.25 .24 B=H 
(.12) (.13) 

(.57) (.09) 
.25 .27 B=H 
(.13) (.15) 

(.25) (.18) 
.25 .26 B=H 
(.13) (.14)

Creative self-efcacy 5.17 4.94 B=H sig. 
(1.25) (1.34) 

5.45 5.32 B=H n.s. 
(.97) (1.07) 

5.35 5.14 B=H sig. 
(.81) (1.44)

Partner 
Dominance 3.25 2.13 B>H sig. 2.94 3.38 H>B n.s. 3.18 4.65 H>B sig. 

Creativity 
(1.80) (1.31)
5.34 5.10 B=H n.s. 

(1.94) (2.10)
5.07 5.58 B<H n.s. 

(1.44) (1.81)
5.04 5.21 B>H n.s. 

Productivity 
(1.31) (1.25)
5.91 6.00 B=H n.s. 

(1.06) (1.25)
5.57 6.24 H>B n.s. 

(1.28) (1.26)
6.15 5.86 B=H n.s. 

Concern 
(1.12) (1.03)
3.50 3.45 B=H n.s. 
(2.06) (1.59) 

(1.27) (.75)
3.91 4.91 H>B n.s. 
(1.99) (1.57) 

(.68) (1.27)
3.81 4.04 B=H n.s. 
(1.88) (2.28)

Conv. Experiences 
Expressiveness 

Pressure 

Pauses 

6.22 6.55 B=H n.s. 
(.91) (.81)
4.53 3.06 B>H sig. 
(1.95) (1.82)
5.69 6.16 B=H n.s. 
(1.42) (1.10) 

6.23 6.27 B=H n.s. 
(.91) (.80)
3.83 4.76 H>B n.s. 
(1.67) (1.85)
5.83 5.73 B=H n.s. 
(.95) (1.28) 

5.96 6.50 B>H n.s. 
(.77) (.74)
4.65 4.75 B=H n.s. 
(1.65) (2.12)
4.92 5.93 B>H n.s. 
(1.90) (1.33) 

5.3 Discussion 
Once again, Study 3 confrmed the efect of the perceived identity 
of teamworking partners on idea generation outcomes. As in the 
frst two studies, participants contributed more ideas with greater 
quality when they believed that they were interacting with a bot 
partner. Additionally, highly anxious participants demonstrated 
greater creative self-efcacy when they perceived their partner 
to be a non-human agent. Though the interaction efect in Study 
3 was less signifcant than that in Study 1 (F = 4.33,p = 0.041), 
we suspect this result can largely be infuenced by participants in 
the fake human condition being more suspicious of their partners’ 
identity. That is, unlike those in the real human condition of Study 
1, participants interacting with a bot pretending to be a human may 
not have been as frmly convinced that the real identity of their 
partner is indeed a human being. The signifcant mediating efect of 
perceived dominance of a teamworking partner was again observed 
in Study 3. However, while participants perceived their human 
partners as more dominating, this resulted in fewer contributions. 
The results can be relevant to the social loafng tendency in teams. 
Specifcally, former research in teamworking suggests that, with 
an overly dominating opinion leader in a group, other teammates 
may become less motivated to contribute [3, 19, 21, 38]. 

6 GENERAL DISCUSSION 

6.1 The efect of perceived identity 
Throughout a series of three studies, we repeatedly found par-
ticipants generated more ideas and contributed ideas with better 
quality when they perceived their collaborator as a non-human 
confederate. These fndings can be explained as follows. First, based 
on Social Facilitation theory [1, 60] and the Distraction-Confict 
framework [2, 43], we propose that working with a non-human 
agent may reduce the distraction of concerns about one’s team-
mates. This notion is not only supported by the fact that highly 
anxious participants attained greater creative self-efcacy when 
they were told they were interacting with a bot partner, but also, 
that participants in the bot conditions were more likely to connect 
the dots and relate to their previous ideas during the task. This sug-
gested that they were concentrating on their own brainstorming 
processes, which can be another positive factor leading to more 
fruitful outcomes for idea generation. 

Secondly, though we did not directly measure this as one of our 
quantitative variables, teamworking with a chatbot may be per-
ceived as a fun, novel experience. Teamwork with a bot is relatively 
novel for the general public, compared to other uses of chatbots 
(e.g., customer services). In fact, based on participants’ open-ended 
responses, those in the bot conditions commonly described their 
partner or experiences as "cool," "fun," or "more interesting than 



CHI ’21, May 8–13, 2021, Yokohama, Japan Hwang & Won 

expected." Some participants may even have viewed the teamwork-
ing task to have a gamifcation component. For instance, a small 
number of participants specifed in their open-ended responses 
that they attempted to compete and to come up with more ideas 
than the bot did. Under the Distraction-Confict Framework [2, 43], 
perceived novelty and interest of the conversational experience 
may have increased the degree of alertness and engagement while 
participants were working on the task. 

Other literature in HRI suggests that humans may adopt dis-
tinct cognitive states when interacting with a robotic agent versus 
a human [8, 40]. Though to date, there is limited understanding 
of how such unique mental states when interacting with robots 
may facilitate creativity in teams, one particular aspect may be 
highly relevant to the present research. Former studies have found 
individuals tend to expect repetitive patterns in conversation and 
interaction with robots [14]. In our studies, both the chatbot and 
the research assistant followed a structural framework to conduct 
the conversation. Hence, when informed that their partner is a 
bot, participants may make fewer eforts to engage in spontaneous, 
social interaction, and stay focused on the process of generating 
ideas. 

When it comes to expectations for autonomous agents, our fnd-
ings provide insight regarding perceptions of bot partners. In recent 
robot and AI-mediated communication literature [25, 50, 56], stud-
ies have found the presence of bots in group settings can serve as a 
social bufer when conficts and negative afect arose. Specifcally, 
by partially attributing inappropriateness to artifcial agents, partic-
ipants blamed their human teammates less intense circumstances. 
Therefore, negative perceptions toward artifcial confederates in 
these team settings can, in fact, be advantageous. We propose that 
a similar efect may explain participants’ reaction to the perception 
of dominance from their bot partner. That is, though being a domi-
nating teammate is typically associated with an inferior impression 
among humans, the negative perception of a dominating, pressing 
bot could possibly lead them to more productive outcomes, and 
eventually greater self-efcacy in the degree of creativity demon-
strated in their task performance. 

6.2 The efect of conversing styles 
Through these three studies, we found that certain outcomes of 
interacting with a non-human agent were dependent on the con-
versing styles applied by the confederate. We found that the mod-
erating efect of experimental conditions and the level of anxiety in 
group communication was signifcant in Study 1 but not in Study 
2. Previous research in HRI and anthropomorphism suggested hu-
mans have the tendency to view other subjects as humans when 
they perceive humanoid cues (i.e., a human conversational style 
as applied in Study 2) [15, 62]. This efect may be more prominent 
among highly anxious participants, since their cognitive capacity 
had already been predominantly occupied by engaging in a team 
setting. With less cognitive control, highly anxious participants 
may tend to treat their human-acting fake bot partner more like 
a human partner. Therefore, the positive efect of perceived bot 
identity did not make an impact on these anxious participants in 
Study 2. 

Next, when we compared the mediation efect of perceived dom-
inance of partners in Study 1 and Study 3, we can see how diferent 
conversational styles infuence participants’ perceptions of their 
partner, and thus afect their teamworking and brainstorming out-
comes. That is, when labeled with a human identity, teamworking 
partners were perceived as more dominating when they applied 
a robotic conversing style. Interestingly, participants’ reactions to 
dominating partners were also diferent, depending on whether 
they believed they were interacting with a human or a non-human 
agent. Specifcally, when participants believed their partner was a 
human, they relied on their partners for the teamworking task and 
demonstrated a tendency toward social loafng. However, when 
they believed they were interacting with a dominating bot, the 
perceived dominance drove participants to be more involved in the 
task. Again, based on the Distraction-Confict framework [2, 43], 
the unique experience of interacting with a bot teammate may again 
increase the alertness, attention, and engagement of participants. 

6.3 Design Implications 
Findings of the present research, specifcally those relevant to the 
conversing style of non-human confederates, ofer rich insights for 
design implications of future chatbots. Particularly, we would like 
to emphasize that the current study does not focus on the design of 
autonomous agents that improve on human teammates, but rather 
ones that are clearly non-human. Based on our fndings, signal-
ing social-behavioral cues that are more robotic can be benefcial 
to solving a creative teamworking task. Additionally, an artifcial 
identity embedded in an active team player can also bring benefts 
to teamworking, such as perceived novelty, interest, and positive 
competition, which may all contribute to greater engagement in a 
collaborative experience. 

We suggest the future design of artifcial agents can adopt a 
greater degree of user control over bots’ conversational styles to 
facilitate teamworking and idea generation. Specifcally, when we 
take into account individual diferences in the level of anxiety in 
group communication, a robotic-sounding or a human-like con-
versational style may beneft diferent groups of participants re-
spectively. Anthropomorphic features (e.g., physical appearance, 
facial expressions, emotional responses) as well as conversational 
cues (e.g., pace, formal or informal language, use of emojis, para-
phrasing, and pausing to wait for users) can be promising areas for 
user-enabled customization. 

Similar design implications may also be insightful for design-
ing autonomous agents for educational purposes, though further 
research is required. In fact, the brainstorming task used in the cur-
rent study simulates in-class activities that are commonly applied 
for learning. The task not only asked participants to generate cre-
ative ideas for a specifed topic, but the brainstorming process also 
requires them to connect and apply existing domain knowledge 
in the topic area [12]. To encourage students to speak up and to 
express their ideas more openly, designers and engineers of bots 
for classrooms may consider the positive efect of robotic-signaling 
features on participants who demonstrate anxiety in groups. 



IdeaBot: Investigating Social Facilitation in Human-Machine Team Creativity CHI ’21, May 8–13, 2021, Yokohama, Japan 

6.4 Limitations and Future Research 
There are, of course, a number of limitations in the present re-
search. To begin with, due to the current COVID-19 pandemic, 
we conducted the study entirely online, instead of as a standard 
lab study, to avoid in-person contact with participants. Therefore, 
unanticipated incidents may have occurred on the participants’ side 
without our observation. For example, diferences in Internet speed 
and connectivity may also result in diferent perceptions of the con-
versational partners’ pace and responsiveness, which is a confound 
out of our control. To implement the study online, we also chose 
to conduct the brainstorming task over text, which may not be the 
most common form of idea generation, compared to other formats 
such as face-to-face communication and video conferencing. There-
fore, future research should also test the efect of perceived identity 
and conversational styles of artifcial agents on platforms that allow 
for more naturalistic conversation. Moreover, while we carefully 
controlled the pacing of conversations (i.e., we allocated the same 
"thinking time" for both bot and human confederates), it is possible 
that a faster or slower conversational speed could also afect results. 
Hence, future research should also investigate the optimal speed in 
chatbot design for idea generation tasks. 

We also acknowledge the limitation that both the bot and the 
human teammates followed a semi-structured script during the 
task, which is an atypical brainstorming scenario. This methodolog-
ical decision provided us greater control over the conversation but 
was less naturalistic, as was our decision to use the same human 
conversational partner for each study. This decision was primarily 
motivated by our intention to empirically test the efect of two 
specifed variables (i.e., perceived identity and conversational style). 
Subsequent studies could examine teamworking outcomes by ran-
domly pairing two participants into teams and providing them true 
or false information about the identity of their partners (i.e., human) 
or bot). Additionally, examining ideation outcomes when partici-
pants work alone on the brainstorming task can also introduce a 
"true control" to the research design framework. 

There are also limitations to the brainstorming task used in this 
research. This task has been previously used in HCI studies [51], 
allowing us to sample typical participant responses, and this task 
also allowed a simple transition to an online study. However, the 
task can only partially capture the complexity and dynamics of 
human creativity. Specifcally, compared to other less structural, 
free-fowing tasks in existing creativity research, such as composing 
a drawing or a piece of writing, this task requires more convergent 
and inferential thinking [30, 45]. Hence, another potential avenue 
for future research is to examine whether the efect of perceived 
identity and conversational styles of artifcial agents infuences 
other creative tasks in a similar way. 

7 CONCLUSION 
In three studies, we investigated the outcomes of idea generation 
with artifcial agents as active team players in a dyadic conversation. 
Based on a theoretical framework grounded in Social Facilitation 
theory and the Distraction-Confict framework, we systematically 
compared the efect of perceived identity and conversational style 
of bot vs. human partners. When interacting with a confederate 

that is perceived to be a machine-mediated bot, participants consis-
tently produced more ideas, and ideas with higher quality, across 
the three studies. Additionally, participants’ creative self-efcacy 
can be moderated by individual diferences in team settings, such 
that highly anxious individuals demonstrated greater efcacy in 
task performance when interacting with a robotic-sounding bot. 
Additionally, whether the pressing, dominating characteristics of a 
bot partner improved participants’ task performance may depend 
on robotic social-behavioral cues in an agent’s conversational style. 
Overall, the present research supports the promising role of au-
tonomous agents as active teammates, and points to ways in which 
leveraging the distinction between artifcial and humanoid cues 
can drive positive outcomes. 
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8 APPENDIX 
Though each conversation difered by ideas generated, sample 
transcripts of the bot vs. human conversational styles can be ac-
cessed through: https://drive.google.com/fle/d/1eWHUu9L4sP2-
V9I6XXHQFwk-FlrDRGlX/view?usp=sharing. 
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