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ABSTRACT
From wearable health tracking to sensor-laden cities, AI-enhanced
pervasive sensing platforms promise far-reaching benefits yet also
introduce societal risks. How might designers of these platforms
effectively navigate their complex ecology and sociotechnical dy-
namics? To explore this question, we interviewed designers building
mental health technologies who undertook this challenge. They are
hospital chief medical information officers and startup founders
together striving to create new sensors/AI platforms and integrate
them into the healthcare ecosystem. We found that, while all de-
signers aspired to build comprehensive care platforms, their efforts
focused on serving either consumers or physicians, delivering a
subset of healthcare interventions, and demonstrating system effec-
tiveness one metric at a time. Consequently, breakdowns in patient
journeys are emerging; societal risks loom large. We describe how
the data economy, designers’ mindsets, and evaluation challenges
led to these unintended design consequences. We discuss implica-
tions for designing pervasive sensing and AI platforms for social
good.
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• Human-centered computing → HCI design and evaluation
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1 INTRODUCTION
From sensors monitoring traffic and noise on the road [22] to Natu-
ral Language Processing (NLP) models detecting social media users’
cognitive states [11], the combination of pervasive sensing and
artificial intelligence (AI) offers both exciting opportunities and
formidable challenges for human-centered design. A societal-scale
sensing and AI platform can offer rich insights into a vast user base
and inform a wide range of socially beneficial actions. However,
considering the example of Facebook (a social media platform that
recommends news based on inferred user reading preferences) or
Hudson Yards (a “smart neighborhood” that optimizes its operations
with pedestrian movement sensing.): pervasive sensing platforms,
when coupled with AI, have also historically triggered protests over
surveillance and equity risks and caused real harm. [7, 22, 33, 35].

How might designers of pervasive sensing and AI platforms
realize the technology’s positive potential while preventing its un-
intended consequences? This is a difficult question, given such
platforms’ numerous stakeholders, complex data ecology, and in-
tricate sociotechnical dynamics. Traditional HCI design methods,
such as contextual inquiry and rapid prototyping, can be inade-
quate [15, 43, 60]. HCI researchers coined the term “scale hack”
to describe how designers made opportunistic modifications of
existing methods to cope with these platforms’ exceptional com-
plexities [3]. These challenges of creating pervasive sensing and
AI platforms for social good have led some in HCI to explore new,
scalable design methods [58, 61, 63]. Our research adds to this area
of inquiry.

We interviewed nine platform designers from the mental health
domain. They are hospital Chief Medical Information Officers
(CMIOs) and startup founders striving to create new sensing/AI
platforms and integrate them into the larger healthcare ecosystem
(as illustrated in Figure 1). We also interviewed 18 relevant stake-
holders (patients and physicians) to gain additional perspectives
on their efforts. We ask: (1) How do platform designers currently
navigate the complexities of designing a pervasive sensing and
AI platform? (2) Are there early indications that their approaches
effectively harness the technology’s promises and account for its
risks? What lessons might their approaches offer?

Our interviews revealed that these designers aspired to create
all-encompassing sensing and AI platforms by first curating diverse
data, then implementing AI models that deliver diverse care inter-
ventions, and finally assessing these interventions’ superior ability
to improve patient well-being. However, they encountered chal-
lenges at every step, creating a need to prioritize the data sources
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Figure 1: A vision of the future mental healthcare, according to prior literature [4, 5, 27, 28, 40]. This vision includes a sensing
and AI platform that draws from diverse personal sensing data (the bottom data layer; adopted from [40]) offers diverse mental
health and wellness suggestions (the middle AI layer) and revolutionizes healthcare practices of various kinds (the top health
infrastructure layer).

they used, the care interventions they delivered, and the evalua-
tion metrics they pursued. In doing so, they increasingly deviated
from their goal of creating an all-encompassing care platform. This
approach, deemed undesirable even by the designers themselves,
also departed from patients’ desires to balance their privacy with
higher-quality, fairer, and more accessible mental healthcare. We
discuss the lessons learned from platform designers’ current prac-
tice for designing pervasive sensing and AI platforms for social
good, as well as the research opportunities it opens up.

This paper makes two contributions. First, it provides a rare
description of the design process of pervasive sensing and AI
platforms. It is a valuable reference point for research seeking
to improve this practice. Second, this work illuminates many fu-
ture research topics around addressing the design complexities of
societal-scale AI platforms. These topics are important, as smart
and connected health/workplaces/homes/cities become increas-
ingly mainstream and AI systems grow ever larger in scale [21, 31–
33, 38, 45, 65].

2 RELATEDWORK
2.1 Design Complexities
A designer’s expertise lies in embracing the full complexities of
real-world situations and producing a new, unique solution [52].
Designers generate the solution not by applying a formula or rule,
but by drawing upon a holistic understanding of the situation.

HCI designers navigate the complexities of human-computer
interaction. In order to gain a holistic understanding of those in-
teractions, without resorting to oversimplification or ignorance, HCI
designers have continually refined and adapted their approaches:

• When people other than computer scientists started using com-
puters, user-centered design methods such as user personas, use
scenarios, and user journeys [10, 20, 57]) started scaffolding de-
signers’ thinking.

• Later, methods such as stakeholder mapping and value proposition
canvas emerged, aiding designers in coordinating people’s diverse
interests and expertise to co-create value [37, 64]. Additionally,
concepts such as value-sensitive design [19, 37], participatory
design [12], speculative design [17] have become increasingly
mainstream.

• The rise of AI catalyzed concepts such as a data swim lane [62],
prompting designers to consider the opportunities and risks in
data flowing across various users and AI systems.

• As technologies’ societal impact grew in importance, the con-
cept of infrastructure entered HCI designers’ lexicon, drawing
their attention to the broader “organizational, cultural, regula-
tory, environmental conditions” that their designs operate in and
influence [41, 58].

This paper investigates how designers navigate the complexities
inherent in designing pervasive sensing and AI platforms, with an
eye on opportunities for improvement.
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2.2 Societal-Scale Sensing and AI Platforms
Several characteristics distinguish pervasive sensing and AI plat-
forms. First, they can collect data from a vast population, whether
by sensing individuals (e.g., via smartphones or wearables) or pub-
lic spaces (e.g., via observing city roads or social media platforms).
Second, the AI systems built upon this data connect the platforms’
users; how “people like you” have interacted with the system pre-
viously can impact your experience [60]. Finally, AI systems can
extract rich meanings from the data and serve various purposes,
both planned and unforeseen. For example, Fitbit’s sleep pattern
detection has informed users’ self-care, aided physicians in diagnos-
ing neural disorders, and even served as evidence of users’ mental
state in court [6].

Pervasive sensing and AI platforms’ broad reach and versatility
make them susceptible to unintended consequences. For example,
whether it is smart cities, workplaces, homes, or healthcare, the line
between pervasive sensing and surveillance is particularly thin [33,
47]. To prevent such unintended consequences, platform designers
need to consider all of the aforementioned design complexities:

• Massive user bases, numerous user personas, and use scenarios.
Textbook user-centered design methods can be inadequate [10];

• Numerous stakeholder groups and complex stakeholder relation-
ships [3]. Service design methods can be insufficient [63];

• Formidable technical complexities. The platform involves multiple
interconnected AImodels built upon overlapping yet distinct data
streams (as shown in Figure 1), making it difficult, for example,
to ensure data representativeness and model fairness.

• Formidable human-AI interaction complexities [55, 60]. Certain
outcomes of an AI system (e.g., filter bubbles or misinformation
on social media) would not emerge until its user population
reaches critical mass [3]. Once materialized, these outcomes can
be irreversible [41].

• Complex infrastructural landscape, as pervasive sensing and AI
platforms span many organizational cultures, regulatory juris-
dictions, and cyber-infrastructures [14, 58, 61, 65].

2.3 Designing Societal-Scale AI Systems
How might a designer navigate through the multitude of complexi-
ties when determining the functionalities and interactions of a new
sensing and AI platform? Existing HCI literature and practitioner-
facing textbooks offer no best practice [13, 60]. Reports from in-
dustry suggest that designers often resort to ad-hoc, opportunistic
approaches. For example, urban designers often decide what sen-
sors to install and what data to collect based on a vague idea of how
the data might power AI [35]. 60% of hospital Chief Medical Infor-
mation Officers (CMIOs; they decide which patient data stream and
AI models to include in their hospitals’ software system) made these
decisions solely based on vendor recommendations; 50% delegated
the decisions to decentralized teams [29].

It is noteworthy that recent HCI research has started proposing
novel approaches to designing large-scale sociotechnical systems.
Some of these approaches center around developing abstractions of a
system’s ecology, allowing designers to grasp all its human, system,
and socieotechnical complexities simultaneously and holistically.
For example, infrastructural speculations offer designers tactics for

interrogating the interactions among computing systems, people,
social institutions, and political environments.

Other approaches are more incremental. For instance, Norman
and Stappers [43] argued that designing complex sociotechnical sys-
tems requires a combination of “incremental muddling through and
satisficing.” Grevet and Gilbert [24] proposed piggyback prototyping,
wherein designers validate a new design’s ecological validity and
ethical implications before adding it to a social computing platform.

More recent work has adopted, combined, and altered many of
these above-mentioned methods by applying critical lenses [17, 25,
26, 59]. Building on co-design and participatory workshops [12,
53, 56], [26] emphasized the need to incorporate perspectives from
under-represented, marginalized groups. Farias et al. [17] combined
speculative design with participatory activities, so that researchers
and domain experts can jointly envision the future of AI devel-
opment for more diverse communities. Finally, making a twist to
conventional world-building, [59] presented Timelines, a design
activity that purposefully creates space for critical reflections from
expert participants.

These approaches are nascent and under-evaluated in design
practice. Are they truly effective in designing sensing and AI plat-
forms? We investigate this question in the context of the mental
health domain.

2.4 Pervasive Sensing and AI for Mental Health
We chose mental health as our site for studying pervasive sensing
and AI platform design for a number of reasons. First, the technolo-
gies are maturing and on the cusp of entering the real world. From
smart watches monitoring depression to NLP models detecting
suicidal ideation on social media, AI models are reaching a level
of accuracy that can inform both people’s everyday self-care and
physicians’ medical decisions [11, 54].

Second, the once rigid legal and economic barriers separating
consumer andmedical devices/data are eroding. In the United States
where this research was conducted, federal laws recently started
allowing easy health data sharing across commercial apps and Elec-
tronic Health Record systems (EHR) [23, 48]. With user consent, an
AppleWatch can now access EHR data, and vice versa. Furthermore,

Figure 2: The promise of pervasive sensing and AI platforms
for mental health. While medical care tends to focus on se-
vere illnesses (blue), sensing platforms promise to offer ap-
propriate level of care care continuously (pink) and improve
physicians’ efficiency capacity (overlap).
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insurers are personalizing insurance policies with mobile health
data. For example, they offer lower premiums for those exhibiting
healthy lifestyles on Fitbit [46]. These policy shifts make possible a
truly societal-scale sensing and AI platform that bridges people’s
daily lives and medical care.

Lastly and importantly, emerging sensing and AI platforms for
mental health encapsulate the great promises, risks, and complex-
ities of designing societal-scale AI systems. Once integrated into
the larger healthcare ecosystem, these platforms can significantly
broaden the reach of preventative care (Figure 2), improve outpa-
tient monitoring, and begin to alleviate the mental health crisis in
the United States [1, 2, 8, 27, 34, 39, 40, 49]. Meanwhile, researchers
warn of many risks in integrating pervasive sensing and AI systems
into healthcare: promoting health surveillance [47], exacerbating
inequity [36, 65], exacerbating burn out in an already depleted

mental healthcare workforce [42], and other long-term unintended
consequences [9, 18].

3 METHOD
We wanted to understand how designers in the industry have been
navigating the complexities of designing pervasive sensing and AI
platforms. We wanted to understand the lessons their approaches
offer for broader HCI communities.

Towards these goals, we interviewed 9 “platform designers”, pro-
fessionals who are in the process of designing new sensing and AI
platforms for mental health and integrating them into the larger
healthcare ecosystem. They are Chief Medical Information Officers
(CMIOs) of major hospitals implementing new behavioral health
initiatives, and startup leaders (founders and executives) (Table 1).

Participant Professional Role Prof. Exp.*

Platform Designers

D1 Chief Medical Information Officer (CMIO) of a major hospital system 30+
D2 Vice President of a wearable health device and service start-up (Business area: Mobile apps that track behavioral

data through wearable and mobile sensing devices to reflect real-time mental health states)
10 - 15

D3 Executive Director of a consumer health tech start-up. (Business area: Integration solutions for clinical and
non-clinical data) Formerly: Clinical machine learning engineer.

15 - 20

D4 CMIO and Director of Healthcare Technology and Clinical System Implementation of a major hospital system 25 - 30
D5 Founder of a start-up that helps consumer-level sensing devices and apps companies to integrate their products

into electronic health record (EHR) systems. (Business area: Integration solutions for cross-hospital, cross-
organization technical infrastructure) Formerly: Bioinformatics software developer.

10 - 15

D6 Consultant for consumer health tech companies (primary clients are those who intend to pitch their products to
public health sectors). Formerly: Executive Director for health tech integration at <State> Department of Health.

20 - 25

D7 Technical Product Manager who manages the development of cloud-based consumer healthcare products and
services

10 - 15

D8 Clinical faculty who leads the implementation of behavioral health programs at a university-affiliated hospital 5 - 10
D9 Founder of a consumer health tech start-up (Business area: Wearable sensing to track real-time mental health

states)
3 - 5

Physicians

PH1 Licensed therapist and neuropsychologist who have worked in outpatient, inpatient, and residential treatment
settings

3 - 5

PH2 Licensed therapist and counselor who have worked in outpatient and inpatient settings 10 - 15
PH3 Licensed therapist and counselor who have worked in outpatient and inpatient settings, specialized in teenager

mental healthcare
3 - 5

PH4 Licensed therapist and counselor who have worked in outpatient and inpatient settings 5 - 10
PH5 Licensed therapist and counselor with former experience in the public healthcare sector 15 - 20

Patients

PA1, PA3, PA6 Patient who receives regular inpatient and outpatient care -
PA2, PA4, PA8, PA9, PA10,
PA11, PA12, PA13

Patient who receives regular outpatient care -

PA5, PA7 Patient who receives regular outpatient care and has professional experience in AI research and
development

5 - 10

Table 1: Study Participants (*Values in Prof. Exp. represent participants’ professional experience in years)
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We also interviewed 5 mental health physicians and 13 patients to
gain additional perspectives on their efforts.

3.1 Participants
We recruited “platform designers” across a wide range of organiza-
tions, through our professional networks and Upwork (a platform
commonly used by HCI researchers to source specific profession-
als). With Upwork participants, we reviewed their resumes and
did a pre-interview to ensure they had relevant platform design
experience. Appendix A describes our screening procedure. We also
recruited physicians using similar methods.

We recruited mental health patients with diverse experiences
using similar recruitment and pre-screening methods. Participants
in the patient category were receiving mental healthcare services
on a weekly/bi-weekly basis. Four of them also receive regular
physical health treatments.

3.2 Interviews
We developed two interview protocols: one for interviewing plat-
form designers and another for interviewing physicians and pa-
tients. Both protocols were approved by the IRB. Each interview
was approximately 60 minutes.

The interviews with platform designers started with inviting
them to walk us through step-by-step their recent experience de-
signing their sensing and AI platform. We asked many follow-up
questions about their thought processes, external influences, and
specific platform design choices. With physicians and patients, we
first asked them to share their views of the current mental health-
care ecosystem based on their experiences of providing/receiving
care. Next, to help them articulate their preferences for a pervasive
sensing and AI platform for mental health, we showed them an il-
lustration of its possible future (similar to Figure 1). From there, we
asked participants to share their opinions and their desired changes
to this future.

We recorded and transcribed all interviews and analyzed them us-
ing affinity diagrams and user journey maps. Both methods helped
us to consolidate our understanding of how platform designers nav-
igated the complexities of sensing and AI platforms and made con-
crete design designs. Appendix D details the themes that emerged
from the analyses.

To reduce subjectivity during data analysis, the research team
met weekly to discuss and form a working consensus. With pre-
liminary results, we also actively sought feedback from fellow re-
searchers outside our team to identify blind sides that wemight have
overlooked from the data. Still, we acknowledge that researchers’
backgrounds and experiences can influence analyses [50]. Appen-
dix B presents our positionality statement.

4 FINDINGS
Our findings are threefold: (1) Designers aspired to create an all-
encompassing sensing and AI platform not just for profit, but as a
preferred way to improve patient wellness holistically. They took
three steps toward this goal: curating diverse data, offering a range
of interventions, and demonstrating the efficacy of these interven-
tions in enhancing patients’ overall wellness. However, (2) distinc-
tive challenges at each stage led designers to rely heavily on a single

data source, implement only a subset of potential interventions,
and evaluate interventions using one partial metric at a time. (3)
This approach not only deviates from the designers’ original vision
but also contradicts patients’ ideals for mental healthcare.
A note on “patients.” There is no definitive line between a mental
health patient and everyone else [30]. In our interviews, partici-
pants from consumer tech industries referred to receivers of mental
wellness/healthcare as customers or users, while those from medical
organizations referred to them as patients, even though the popu-
lations they refer to overlap broadly. For consistency, we will use
the term “patients” to refer to those receiving mental health care,
including both self-care and professional care.

4.1 Dreams of an All-Encompassing Platform
Platform designers aspired to create all-encompassing sensing and
AI platforms that draw from all varieties of training data, deliver
all types of mental health care, and improve patient wellness holis-
tically. “We know we need to have connected devices. We know we
need to have a mobile application. We know we need to have interven-
tions that are relevant in real time. We know we need to have health
coaches that are connecting the dots for people. And so it’s a service
and technology business.” (D2)

Some designers explicitly acknowledged the role of economic
incentives in pursuing this aspiration.

“Eventually, every (healthcare) provider wants to be a
payer, and every payer wants to be a provider. (That’s
why) All the wellness, meditation app folks are moving
into employee benefit programs (where) you’ll see some
more clinically oriented solutions. [...] You end up want-
ing to have a play in all parts of that delivery equation
in order to control the economy.” (D4)

Importantly, profit is not the only motivation. Designers pur-
sued this vision of an all-encompassing sensing/AI platform also
because they genuinely believed it can provide more holistic care
for patients’ mental health. By integrating diverse data, devices,
and interventions, physicians could better identify and address the
underlying causes of a patient’s conditions, rather than treating
individual symptoms. This holistic approach is also more likely to
keep patients engaged with treatments. “A diabetes patient could not
consistently monitor their blood glucose when [they] were depressed
or had intense anxiety.” (D2). It is worth noting that no platform de-
signers we interviewed excluded physical health from their vision
of a holistic mental health platform. “There is no healthcare without
mental healthcare,” they emphasized.

Towards this vision of fostering patient well-being holistically,
platform designers embarked on a three-step journey.

(1) Curating diverse data. Platform designers worked to curate
data from diverse sources: clinical assessments, social media
data, patients’ digital footprints, and more. Diverse data enabled
their machine learning (ML) models to recognize a broader
range of mental health conditions. Such data could also expose
errors or biases within certain data sets, thereby improving ML
accuracy and reliability. Designers stressed its importance for
mental health due to the lack of ground truth. “Oftentimes, you
can’t do a test that says [mental illness] is present or not” (D1).
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(2) Delivering diverse care interventions with AI. Next, design-
ers worked to create AI applications that, ideally, can deliver
various interventions needed to improve a patient’s overall
wellness. They envisioned these interventions to include day-
to-day wellness recommendations (e.g., exercises, diets, and
sleep hygiene) and clinical treatments (e.g., pharmaceuticals),
mental and physical healthcare, as well as primary, general, and
specialized care. Many participants analogized their envisioned
platforms as app stores: a one-stop shop where patients could
access all clinical and non-clinical care.

(3) Proving interventions’ efficacy in improving patient well-
ness. Finally, designers worked to persuade key stakeholders
that their platforms are more effective at enhancing patients’
overall well-being compared to current solutions.

Juxtaposing steps (1) and (2), we can see that the goal of man-
aging patients’ holistic well-being has led designers to pursue a
platform that drew from all types of data (widening the lower half of
Figure 1) while offering a comprehensive set of care interventions
(widening the upper half). They aspired to designing pervasive
sensing and AI platforms that reaches every corner of the mental
health ecology.

4.2 Narrowing Down the Scope at Every Step
In pursuing this ambitious vision, designers encountered distinctive
challenges at every step. These challenges forced them to prioritize
the data sources they used, the care interventions they delivered,
and the evaluation metrics they pursued to improve. In doing so,
they gradually veered away from their initial goal of crafting an
all-encompassing care platform.

4.2.1 Designing with One Primary Data Source. The platform de-
signers we interviewed sourced their AI training data from one of
two sources: Either hospital systems or consumer technology prod-
ucts (e.g., meditation apps, therapy chatbots, or wearable health
devices). The difficulties of obtaining data from either source com-
pelled designers to concentrate on a single data source.

Electronic Health Records (EHR) data from hospital systemswere
most designers’ preferred choice, because of the higher data quality.
However, accessing EHR data necessitated designers to invest sig-
nificant time and resources to establish partnerships with hospitals
(or other clinical institutions). Furthermore, even designers with
EHR data access encountered challenges in retrieving and utiliz-
ing it. Several interviewees indicated that leading EHR vendors,
notably EPIC, deliberately erected barriers in this process. These
vendors wanted to maintain their “oligopolistic advantage” in EHR
data ownership. Therefore, their data-sharing tools were “extremely
old-school” and “woefully inadequate compared to similar services
in other industries.” “They were not there to get people connected to
those systems.” (D5)

Getting data directly from consumer tech users presented its own
set of challenges. The quality of such data varied, and this is true
across passive sensing data (e.g., wearable heart rate monitoring),
users’ self-reports (e.g., diet logging), or a combination of both (e.g.,
therapy chatbot dialogues). As D4 suggested, “it is even difficult
to keep them (patients) wearing their Apple watches.” As a result,
designers found themselves in a perpetual cycle of devising novel

strategies to engage users, getting them to maintain consistent
interaction with the application or device.

Considering the challenges in obtaining quality data from either
source, the platform designers focused on a single source, at least
in the initial stages. Moreover, because the initial data source could
shape a sensing and AI platform significantly (more on this below),
it remains the primary data source, even after the platform matured
and gained the capacity to integrate data from multiple alternative
sources. In our interviews, even the most established platforms are
heavily reliant on a singular data source.
Consequences of designing with one primary data source. The
critical role of training data in establishing a large-scale AI platform
meant that those who provide data became the primary stakehold-
ers of the platform. Whether they are hospitals or consumer tech
users, these stakeholders wield substantial influence over designers’
decisions concerning platform functionalities, model optimization
objectives, and interface designs.

Consequently, a dichotomy emerged in platform designs. On the
one hand, the platforms predominantly utilizing EHR data placed
a strong emphasis on saving physicians’ time and cutting down
hospitals’ expenses. To this end, designers integrated features aimed
at, for example, streamlining administrative tasks and shortening
the duration of in-person patient consultations.

“If you can get good kind of clinical buy-in and the
nurses or the clinicians or the physicians are all like,
‘wow, this is really making life a lot easier for me,’
then that’s a huge win.” (D7)

On the other hand, platforms fueled by consumer tech data
prioritized improving user engagement and acquiring additional
user-generated data. D2 described their approach as “user-centered
service design.” Their design offers a telling example:

“We asked people what their favorite sports team was,
and in between the health messages we would send out
score updates or upcoming game updates around their
favorite sports team.” (D2)

4.2.2 Delivering One or Two Types of Care Interventions. After se-
curing their training data, platform designers began building AI
applications that can offer a wealth of mental health and wellness
interventions. They started by offering a single type of care, such as
providing daily mental wellness suggestions (e.g., exercises, dietary
advice, or sleep schedules). Then, they worked to expand their plat-
form by incorporating additional interventions, such as facilitating
video consultations with primary care physicians.

However, the fragmented nature of healthcare infrastructure–
where various types of care interventions are offered by differ-
ent hospitals and medical specialties, each covered differently by
insurance—often hindered this expansion, for at least two reasons.

Firstly, when designers seek to integrate a new type of care into
their platforms, they must first consider: What value can their data
uniquely offer to a hospital or department that offers it? Then, they
needed to establish partnerships with this hospital or department.
This is a time-consuming and competitive endeavor.

For example, Calm (a consumer-level meditation app)
is moving into the actual healthcare delivery space.
But how do youmake the leap? I’ve downloaded Calm,
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and I got a meditation app. [...] “How do I connect
that (meditation data) to my health care provider, in
a way that makes sense to my provider [...] and they
can do something with it? There’s a lot of challenges
around how to connect the wall between medical care
and wellness.” (D4)

"(When you try to collaborate with a new hospital,) you
have to join a waiting list of apps that might be there
for years. And there is a waiting list at every hospital."
(D5)

Second, designers also needed to integrate their sensor/AI plat-
form into the EHR of the newly partnered hospitals. This involves
establishing effective communication between their platform and
the application programming interfaces (APIs) of EHR vendors, as
well as ensuring that their platform’s data (e.g., patients’ inputs into
the app, AI models’ care recommendations, and patient outcomes)
are compatible with the hospital’s data pipelines.

“Because every hospital did its clinical assessment and
treatment differently, with different machines, different
values, different sensitivities, different nurses take blood
pressures in different ways using different types of blood
pressure cuffs. [...] And these variations could create
breakdowns everywhere in the system.” (D1)

In light of these challenges, all platform designers we interviewed
focused on delivering one or two types of care interventions, veer-
ing away from their initial vision of delivering comprehensive care.
Consider D2’s sensing and AI platform for managing Type 2 dia-
betes as an example. They have successfully expanded the platform
from only providing behavioral interventions (e.g., encouraging
users to walk 15 minutes after having a pizza or when blood glucose
levels are high), to also offering “end-to-end virtual care” (i.e. actual
primary care physicians can converse with patients and make pre-
scriptions.) To achieve this expansion, D2’s team first established a
partnership with Redox (an EHR-app integration vendor), then inte-
grated their platform’s data into the partnering primary care clinic’s
EHR, redesigned the platform’s interfaces to suggest its suggestions
come from the primary care physicians, and even standardized the
costs of these different interventions. Each of these steps was a
significant undertaking. However, despite these concerted efforts,
the platform could only incorporate two distinct types of care.
Consequences of delivering one or two types of care interven-
tions. Creating a sensing and AI platform that offered only one
or two types of care interventions, while beneficial to some extent,
resulted in two undesirable consequences. First, the platform re-
quired increased efforts from both physicians and patients, yet the
care provided did not substantially differ from pre-existing non-
sensor-and-AI-based solutions.Without significant patient wellness
benefits, both physicians and patients were more likely to become
disengaged.

D7 on patient disengagement: “Every time you ask
somebody to strap something on their wrist, or to put
something around their arm, or to put something up
against their forehead is a friction point. It’s another
device. It’s more batteries. It’s additional charging. Right
there, that’s where consumer friction builds up.”

D2 on physician disengagement:“They’re very pro that
(adopting new applications) if it makes them feel closer
to their patients, and it makes them feel like they’ve
got actionable data that they can actually use to deliver
care. Not just an avalanche of useless data. [...] So many
(applications) have come at them that their default re-
sponse is ‘No’. Here comes another thing, another portal,
another tab, and the EMR. Here comes another set of
data that I have to go through as a provider to figure
out what it means.”

Secondly, because each sensing and AI platform only provides
one or two types of care, patients might “have to use eight different
apps” to monitor their health and access comprehensive care (D2).
Today, patients often find themselves undergoing repetitive medi-
cal tests during transitions between different types of care (These
transition points include, for instance, upon therapy admission and
discharge, during shifts from physical to mental healthcare, and
when transitioning from general to specialty care. Figure 3). Both
physicians and platform designers that sensing and AI platforms
offering limited types of care (e.g., focusing solely on everyday well-
ness rather than clinical care) might exacerbate these disjointed
transitions and necessitate repetitive testing.

“Your heart rate on your Apple Watch is still your heart
rate. It is your heart rate on any device. But you now
have to do it all over again but with older, slower equip-
ment from the hospitals.” (D3)

Figure 3: One physician interviewee’s (PH1) illustrated the
journey of a patient as they transition between different
types of care. Sensing and AI platforms offering limited types
of care (e.g., focusing solely on everyday wellness rather than
clinical care) might exacerbate these discordant transitions
and necessitate repetitive testing.

4.2.3 Demonstrating System Effectiveness One Metric at a Time.
After having started delivering care interventions, designers redi-
rected their focus towards evaluating the efficacy of these interven-
tions, to improve the interventions and garner stakeholder buy-in.
Their ultimate goal was to prove that their sensor/AI platforms
could trigger an upward trajectory in patient wellness (e.g., pa-
tients “didn’t need to go to the hospital as much”.) Designers of
clinician-facing platforms also aimed to prove the superiority of
their platforms over existing solutions or competitors (e.g., It can
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Figure 4: Summary of platform designers’ approach (§4.2). Designers aspired to create a platform that draws from diverse data
(blue), delivers integrative care (purple), and improves patient wellness holistically (pink). However, challenges in securing
good data, the fragmented healthcare infrastructure, and the lack of holistic evaluation metrics led designers to narrow their
focus at every step. As a result, a dichotomy emerged among platform designs (the two arrows.)

make physicians “feel closer to their patients”.) Towards these goals,
platform designers conducted clinical trials spanning diverse popu-
lations, across various mental wellness or healthcare settings.

However, the benefits of sensing and AI platforms lie in their
ability to deliver diverse interventions flexibly and improve pa-
tient well-being holistically. Such benefits are difficult to prove or
benchmark. For example, there are no existing benchmarks for as-
sessing the efficacy of integrative mental-and-physical healthcare,
because few prior care programs have provided such care. Simi-
larly, there lack of benchmarks or prior clinical trials on patients’
“overall well-being." Moreover, wellness improvement takes time,
yet longitudinal assessment was rare. As D5 acknowledged, “you
can’t really assess patients’ outcomes within the sales cycle.”

As a result, platform designers resorted to utilizing established,
quantitative, and short-term metrics. They assessed the effective-
ness of their platform using one metric at a time, with the hope of
eventually demonstrating its efficiency across all relevant metrics
and thereby proving they have improved patient wellness holisti-
cally. Designers started by, for example, proving to patients that
the platform saved “this much money on my (health) insurance”, or
reduced this many sick leave days taken from work. For clinicians,
designers started by proving that “there weren’t all these errors I had
to go and correct” in the EHR system, and then conducting a series
of clinical trials; each proving the platform’s ability to improve one
patient condition.
Consequences of assessing platform efficacy using individual
metrics. This one-metric-a-time approach to evaluation led to
two downstream effects. Firstly, it prolonged the evaluation process.
Out of the nine platform designers we interviewed, only one was

able to demonstrate a measurable improvement in patients’ over-
all wellness with one of their AI applications. All other platform
designers were still in progress. “It’s this months-and-months-long
process.” (D7)

Secondly, until the individual, partial metrics accumulated and
became evidence of the platform’s efficacy in improving patients’
overall wellness, these metrics often failed to convince users of
the platform’s value. Patients who remained unconvinced by the
platform’s worth may quit using it.

“We say that we want to improve metrics for patients,
like blood pressure, cholesterol, or blood glucose. But
they (patients) don’t care about any of that. They care
about feeling better. They care about things like spend-
ing more time with family, and going to their grand-
daughter’s wedding. Those are the kinds of health goals
you hear about when you actually interview individ-
uals. We were the ones that were forcing these metrics
on them, but that’s not what’s driving them. What’s
driving them is their lifestyle.” (D2)

Clinicians who remain unconvinced by the platform’s worth
not only refused to use the platform, but also caused other compli-
cations. Platform designers shared that, unless they had secured
clinical buy-ins from physicians and nurses, they faced numerous
additional metrics imposed by other hospital stakeholders, further
slowing down the already prolonged evaluation process.

“Because hospitals are often very big and bureaucratic,
there are a lot of people with their fingers in the pie, all
having their own opinions. I’ve spoken to the nurses,
the actual users of the products, which is really great,
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and (hearing) what does and doesn’t work. But then,
of course, you also get people along the way who want
to jump in. [The] Innovation Department, for exam-
ple. They might overlook everything the nurses have
just said and say, hey, we’re Innovation. We’re going
to start assessing what’s best. And then the Accounting
Department might step in and say [...] hey, we found
this product that’s cheaper.” (D7)

“Let’s start with the architectural review committee,
then the data governance review committee, then the
capital committee. And so it’s a marathon process. So
a lot of people (platform designers) don’t make the dis-
tance, because just keeping that team engaged for such
a long period of time is expensive and it’s exhausting.”
(D5)

As such, although all designers aspired to comprehensive care
platforms, their design choices ended up serving either con-
sumers/patients or physicians, enhancing one fragment of the
healthcare ecosystem or another, and addressing one symptom,
one metric at a time.

4.3 Designers & Patients Unknowingly Disagree
We have so far described how platform designers’ actions deviated
from their own vision of sensing and AI platforms and the break-
downs that have ensued. In this section, we describe the differences
between the designers’ and the patients’ visions of sensing and
AI platforms for mental health. While no particular unintended
consequences have materialized to date, these differences might
also be seen as problematic.

4.3.1 Different Perspectives on the Value of Face-to-Face Patient-
Physician Consultation. Physicians, hospitals, and platform design-
ers primarily regarded face-to-face time between physicians and
patients as a costly approach to patient data collection and treat-
ment. They highlighted that it is one key cause of mental health
physician burnout. Whether designing platforms for patients or
physicians, designers aimed to minimize patient-physician face
time to reduce costs.

In stark contrast, patients described face-time with physicians as
“ultimate reward” (PA9). They had undergone day-to-day sensing
and logging, interacting with outpatient monitoring AI, and lab
tests, for the very purpose of talking to a physician at the end.
Facetime was their definition of healthcare.

4.3.2 Different Perspectives on Privacy. Physicians rarely men-
tioned any privacy considerations when discussing everyday, per-
sonal sensing. Instead, they first and foremost cared about data
quality. They held “a fair amount of skepticism” (PH1) regarding
the reliability of data gathered outside clinical settings. Therefore,
they worked to collect multiple sources of data, in order to verify
an outpatient’s personal sensing and draw more robust conclusions
regarding their condition.

Similar to physicians’ views in some ways, platform designers
curated patient data with the grand vision of delivering integrative
care and improving patient wellness, rarely articulating how each
type of data might improve what type of care for which patients.

In sharp contrast, patients frequently expressed concerns about
privacy risks. They conditioned their willingness to share everyday
sensing data based on detailed cost-benefit analyses. They asked,
for example, how would physicians handle the data I share? What
specific improvements in care quality could I myself or my com-
munity receive in return? Would I receive more personalized care
suggestions if I share this data about my needs, preferences, and
mental health states? Based on their past experience, multiple pa-
tients expressed concern that clinicians might not grasp the full
extent of their illnesses during brief interactions in clinic offices or
therapy rooms (P6, P10−P12). They expected that their everyday
sensing data would corroborate the severity of their mental health
conditions and help them access the level of care they desired.

Patients wanted to manage, filter, and summarize their data
according to these specific benefits before ceding control of it. Some
mentioned they wanted to create folders for their shareable mobile
sensing data (PA2, PA5, PA6, PA10). Some were only willing to
share this data through specific software applications (PA3, PA7,
PA8, PA10). Others (PA10, PA6, and PA7) were only willing to share
data through laptop or desktop computers because they contained
less personal data (e.g., fewer short messages and call logs).

4.3.3 Different Views on Health Fairness and Equity. Platform de-
signers rarely mentioned AI fairness or health equity considerations
during the interviews. They categorized users and stakeholders
based on the data they contribute, the features they utilize on the
platform, or their demographics. D3’s efforts to segment user groups
according to whether they “self-selected to” use sleep-related fea-
tures exemplify this approach.

”I need to measure in real time what everyone’s doing
inside my product, because those people who self-select
to certain features become an audience for me. Peo-
ple who landed on the sleep page and asked questions
about sleep stuff in my app ... that’s my sleep audience.
They’ve already been hand-raisers, and I can automate
[sending] sleep reminders to them.” (D3)

Multiple platform designers raised the question of whether inte-
grating a sensing and AI platform to the existing mental health
ecosystem would mitigate or exacerbate existing health inequities.
When we turned this question back to them, all except one platform
designer acknowledged that, the patients who already had access to
high-quality mental healthcare are also most likely to benefit from
the new sensing and AI platforms. The only exception was brought
up by D4, who highlighted the potential of combining pervasive
sensing, AI, and telehealth platforms to “bring clinic offices to people
who live remotely or have physical disabilities.” Nevertheless, none
of the actions designers took explicitly addressed these risks or
potentials for health equity.

In contrast, patients expressed a strong desire for emergent sens-
ing and AI platforms to enhance equal access to mental healthcare.
Patients who self-identified as minorities, in particular, wanted
these platforms to bring their communities higher-quality care.
They were willing to sacrifice some of their privacy and contribute
more personal sensing data to help achieve this goal.

“These new technologies may help with reducing biases.
As a young woman, I sometimes have trouble getting
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doctors to really listen to me or take my concerns seri-
ously. So, I wonder if they just see the data, they may
be more inclined to believe me – rather than me trying
so hard to advocate for my health situation.” (PA6)

“There’s a lot of potential to learnmore about cis-women.
Because they fall into the group that would likely buy
an Apple Watch, a Fitbit, or other types of tracking
devices.” (PA10)

5 DISCUSSION
From wearable behavioral sensors to NLP models detecting peo-
ple’s cognitive states, the combination of pervasive sensing and
AI holds great promises and conceivable perils. We wanted to aid
designers of sensing and AI platforms in effectively leveraging the
platforms’ promises while preventing their risks. Toward this goal,
we uncovered the platform designers’ current practices working in
the mental health domain.

The designers we interviewed worked hard to achieve some
social good. In several aspects, their design actions were notably
"human-centered." For example, they all sought to create a pervasive
sensing and AI platform not just for profit, but to deliver compre-
hensive care and improve patient wellness holistically. They carried
out user-centered design and service design processes, both when
innovating AI systems and services for those who provided training
data, as well as in later stages when extending these services to
other relevant medical fields. In addition, designers devoted signifi-
cant effort to establishing collaborations with multiple stakeholders
(e.g., hospitals, insurers, EHR vendors, and patients) and bridging
disparate segments of the healthcare ecosystem (e.g., primary and
specialty care, mental and physical healthcare). These practices
offer a positive case study for designing societal-scale AI platforms.

Our findings also revealed several ways inwhich platform design-
ers’ actions deviated from their own design goals. Moreover, their
design goals also differed from those of patients in important ways.
In what follows, we discuss: What lessons do these divergences
offer, such that future sensing and AI platforms are better aligned
with designers’ and stakeholders’ intentions (§5.1)? Are designers’
and stakeholders’ intentions indeed the best approaches to design-
ing pervasive sensing and AI (§5.2)? We encourage HCI scholars
and designers to join us in contemplating these questions, as these
discussions are imperative for advancing HCI design methods into
the era of pervasive sensing and AI platforms.

5.1 Embracing the Complexities of Designing
Societal-Scale AI Platforms from Day One

Platform designers aspired to create all-encompassing sensing and
AI platforms. However, due to three distinctive challenges, their
design choices and actions told a different story. We see a clear op-
portunity for designers to leverage established HCI design methods
to tackle all three challenges, crafting sensing and AI platforms
more aligned with their vision of comprehensive care.
Designing with Diverse Data Sources; Designing for All Stake-
holders. When curating data, the nature of the data economy—
wherein data is power, and quality data embodying knowledge is
even greater power—compelled platform designers to prioritize data

contributors (i.e., either consumer tech users or clinicians in part-
nering hospitals) as their primary stakeholders. Designers designed
their sensing and AI platforms for the data contributors, sometimes
at the expense of deviating from patients’ vision of preferred mental
healthcare.

Moreover, this data-driven market force was creating a renewed
divide between everyday wellness and clinical care, even though
the once rigid legal and economic barriers separating consumer
and medical devices/data are eroding [23, 48]. To create accurate
diagnostic AI models, tech companies and startups must first cu-
rate patient data, either from patients directly (e.g., via consumer
wellness apps) or from hospitals’ EHR data. Consequently, two
distinctive types of mental healthcare applications emerged: One
treats patients as primary users, optimizing their AI models and in-
terventions for maximal everyday app engagement; the other treats
physicians and hospitals as primary users, optimizing time-and
cost-efficiency in clinical environments. As a result, even though
commercial mental health apps and EHR systems increasingly offer
a similar set of services (e.g., chatbots, meditation apps, wearable
devices), when a patient enters professional mental healthcare, they
nonetheless need to change to a new set of applications and physi-
cians nonetheless need to assess them anew.

Service design methods such as the value proposition canvas
can potentially assist designers in navigating the intricate stake-
holder relationships inherent in a pervasive sensing and AI plat-
form. Moreover, various speculative and participatory design meth-
ods [13, 37, 59] can also help align different stakeholders’ visions
and values.

Central to these methodologies is the recognition that designers
should not only account for the immediate users of their systems,
but also the indirect users and stakeholders who engage with it
through data and data economy [60]. Moreover, designers of a per-
vasive sensing and AI platform should consider not only its current
users, but also anticipate the needs of future users and stakeholders,
as the platform grows and AI systems gain new insights from the
sensor data. User-centered design methods (e.g., conducting user
interviews, and evaluating system prototypes with users) do not
automatically guarantee human-centered technology designs [60].
Designing with a narrow group of stakeholders in mind and assess-
ing only their here-and-now experiences may inadvertently lead
to designs that harm other stakeholders or result in unintended
societal consequences.
Delivering Diverse AI Interventions within Existing Sociotech-
nical Infrastructure. When implementing AI systems to deliver
comprehensive care, the fragmented nature of the healthcare infras-
tructure—where various types of care interventions often take place
across different hospitals and medical specialties—forced platform
designers to focus on only one or two types of interventions. After
all, sensing and AI platforms extends the existing, clinician-driven
healthcare infrastructure, rather than replacing it.

This breakdown echoes the recent research that called for HCI
designers to address the broader “organizational, cultural, regu-
latory, environmental conditions” surrounding computational sys-
tems [15, 58]. Methods emerging from this research, such as Infras-
tructural Speculations [58], have the potential to assist designers
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in effectively situating a pervasive sensing and AI platform within
diverse infrastructural contexts.
Evaluating Sensing and AI Platforms Holistically. Design-
ers faced challenges in evaluating the efficacy of a cascade of data
streams and AI models on patients’ overall well-being. The challenge
forced designers to employ partial, yet more practical, evaluation
metrics. Fairness and equity across patient populations were an
afterthought.

Open research questions abound in creating better evaluation
metrics for these platforms regarding human-AI interaction. For
example, we see a clear opportunity to implement HCI’s many AI
fairness methods in designing pervasive sensing and AI platforms.
Moreover, given patients’ privacy demands and the platforms’ com-
plex data ecology, would these AI systems require so much patient
daily data to become accurate that they can only be either use-
ful or privacy-preserving? Considering that certain outcomes of a
societal-scale AI platform (e.g., filter bubbles, misinformation on so-
cial media) would not emerge until its users reach critical mass [3],
how might HCI researchers actively work to anticipate other risks
in sensing and AI platforms for mental health?

There is also a critical need for research that incorporates the
currently unquantifiable aspects of healthcare into the evaluation
of sensing and AI platforms. Metrics of patient-physician relation-
ships and patients’ experience of care, among others, have so far
remained an afterthought in designing pervasive sensing and AI.
While delegating work from over-worked psychiatrists to AI, how
can sensing and AI platforms ensure mental health patients still
feel cared for? How can we design future AI models and services
to ensure patient-psychiatrist rapport, a crucial element in health
care? These are important future research topics in making health
sensing and AI platforms human-centered.

Finally, it is worth noting that these three challenges—the data
economy and related stakeholder dynamics, societal-organizational
infrastructure, and evaluation challenges of AI assemblages—might
be common complexities inherent in various large-scale sensing
and AI platforms. If true, platform designers can potentially include
these complexities as standard considerations when starting new
sensing and AI platforms, and use the HCImethods above to address
them. In doing so, they can potentially address a broader spectrum
of stakeholders’ needs and values and provide more diverse AI
interventions. We encourage future research to develop more case
studies in sensing and AI platform design, and explore potential
new, generalizable design approaches.

5.2 Framing the Problem of Designing
Societal-Scale AI Platforms

We have so far discussed research opportunities around expanding
designers’ current considerations and embracing the full socio-
technical complexities of pervasive sensing and AI platforms. Par-
allel to these efforts should be the development of methods that
enable designers to gain a holistic understanding of these complex-
ities, without resorting to oversimplification or ignorance. Designers
navigate complex design problems through the process of problem
framing and reframing [52]. By offering designers new framings
for the complexities surrounding sensing and AI platforms, we can
potentially enhance their design actions.

The designers we interviewed did not intentionally frame or
delimit the task of designing a pervasive sensing and AI platform.
Instead, they assumed a three-step process, with each step address-
ing a specific aspect of the platform. Illustrated in Figure 4 from
the bottom upward, designers addressed the complexities around
(1) users and their sensing data, (2) building AI connecting existing
healthcare infrastructure, and finally, (3) evaluation. This approach
did not account for the technical complexities around building a
cascade of interconnected AI models (as shown in Figure 4 as the
linked boxes in light blue), the issues of AI fairness and health equity,
or the complexities of human-AI co-evolution. These overlooked
considerations may have contributed to the disconnect between
patients’ values and the design of the platform.

Howmight designers gain a holistic understanding of the human,
AI, data, organizational, and infrastructure complexities around
sensing and AI platforms, in order to design them in a principled
manner? This is an important research question for HCI, as smart
and connected health/workplaces/homes/cities become increas-
ingly mainstream and AI systems grow ever larger in scale [21, 31–
33, 38, 45, 65]. We highlight three potential approaches that have
shown promise in prior work but have not yet been utilized in
designing sensing and AI platforms. Therefore, they merit further
study.
Problem Framing and Scoping. Designers can focus on under-
standing and designing a slice of the pervasive sensing and AI
platform; one that serves as a microcosm of the larger platform. For
instance, given the pivotal role of patient data in shaping mental
health sensing/AI platforms, could a trace-the-data approach enable
designers to apprehend the broader societal-technical dynamics
of these platforms? Prior research in human-AI interaction has
proposed the method of data swim lane [62]. We see an opportu-
nity to adapt this method for designing pervasive sensing and AI
platforms.

In addition to data, the processes of care transition also have
the potential to serve as a microcosm of the broader sociotech-
nical dynamics, making them a useful focal point for designers.
Our interviews revealed that breakdowns most frequently occurred
at these transition points: when patients were admitted to or dis-
charged from mental healthcare clinics, moved between mental
and physical healthcare facilities, or transitioned from general care
to specialty care. Can transition design — the design of processes
through which patients (along with their data, the AI systems re-
liant on that data, their insurance, etc.) undergo care transitions
— be a useful way to design the larger, sensing-and-AI-enhanced
care ecosystem, considering that these are the very points where
breakdowns occur?

Finally, the business model of a sensing and AI platform, along
with related laws and policies, could also offer a valuable lens into
the platform’s design. Consider the issue of scale in platform design.
While all platform designers lamented the challenges posed by EPIC,
the all-encompassing EHR platform, they also aspire to construct
similarly comprehensive platforms themselves. The economic in-
centive driving this pursuit of scale is understandable. However,
from the perspectives of patient outcomes and societal benefits,
questions arise: How large should a pervasive sensing and AI plat-
form be? Is there a threshold beyond which it becomes too large?
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Do our societies truly aspire to a single computational platform
capable of delivering all types of care, spanning from mental to
physical health, and from everyday self-care to medical treatment?
Service design methods, which address value proposition design
and corporate policy design questions, can potentially be adapted
to address these questions. In summary, designing the push-and-
pull between business models and policies can be a critical part of
designing a socially beneficial sensing and AI platform.
Abstraction and Simulation. Another approach to navigating
the complexities of sensing and AI platforms is through simulation,
i.e., projecting the possible and likely consequences of a design
choice in order to understand if this is a desirable future. Exist-
ing HCI design methods serve as valuable reference points for this
endeavor. Social simulation and prototyping allow designers to fore-
cast effects at scales [16, 24, 44], and speculative design motivates
one to focus on the future and think beyond the capability of exist-
ing technology [17]. We encourage future research to apply these
methods to sensing and AI platform design contexts. For instance,
what cascading effects might occur when the applications and their
user base scale up? What types of new interventions might these
applications deliver when new AI capabilities emerge?

To adopt these methods, it is essential to align and move human-
AI interaction design, technical setups in the mental health ecosys-
tem, and policy design through joint forces [51, 61]. As technical
setups in hospitals lag behind, it becomes critical to offer platform
designers a workable sandbox and dataset for development, so
that they can effectively test societal-scale AI design before deploy-
ment in these more dated clinical systems. As our interviewees
mentioned, this often requires law enforcement to ensure platform
designers attain sufficient support – often through demanding ma-
jor vendors to release datasets for development. The making of
such policies demands insights into what developers and designers
need during their working process of model development.
Growth Planning and Staging. In our interviews, platform
designers all worked towards creating an all-encompassing sens-
ing and AI platform that reaches all patients and all corners of
the healthcare ecology. Interestingly, few actively mapped out a
clear path toward this ambitious objective or identified specific
milestones. Instead, they often narrowed the focus of their designs
when encountering challenges and rarely discussed strategies for
scaling back up in the future. For instance, no designer planned
what data they need to collect from patients in order to deliver
multiple types of care, or how their platforms might accommodate
diverse user groups beyond the initial one.

There are open research opportunities around growth staging,
that is, assessing and categorizing a pervasive sensing and AI plat-
form’s growth trajectory into distinct stages, and designing goals,
forms, functions, and value propositions tailored to each stage
accordingly. Building upon [43], complex sociotechnical systems
cannot be built overnight. Designing them requires a combination
of incremental “muddling through” and satisficing. This incremen-
tal approach to sensing and AI platform design could open up a
wealth of design and research opportunities: Could anticipatory
data collection and feature planning make the expansion of the
platform easier? How might designers set different AI fairness and
equity goals as the platform grows larger?

6 LIMITATIONS AND FUTUREWORK
We acknowledge the limitations of our methods and suggest av-
enues for future research. First, while we identified stakeholder
tensions through interviewing with three participant groups sepa-
rately, we haven’t devised plausible solutions to these tensions yet.
Bringing these participants together, such as through participatory
workshops, could foster discussions on value alignment and even
lead to agreed-upon actions to tackle these tensions. We encourage
future work to consider methods that can help form communities
that might continue working together beyond the research pro-
cess. Second, as the present work focuses on platform designers’
current practices, discussions during our interviews were highly
grounded on the current technical capabilities of AI and sensing de-
vices. Future work can consider other speculative approaches that
project the longer-term impact of societal-scale AI design based
on possible technological advances. Finally, while we attempted to
incorporate perspectives from direct stakeholders (i.e., patients and
physicians), future work should further consider drawing insights
from indirect stakeholders [19] (e.g., specialists who collect clini-
cal data through lab tests) as they jointly contribute to the future
healthcare ecosystem.
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APPENDIX
A STUDY PARTICIPANT SCREENING
We conducted a pre-screening with platform designer interviewees
using the following criteria:

(1) Their work involved planning, designing, and implementing
large AI systems for mental healthcare.

(2) Their work connected and integrated resources from clinical
and non-clinical settings.

(3) Their work required them to work with multi-stakeholder
groups across various healthcare sectors.

A.1 Interviewing Protocol with Platform
Designers

With platform designers, we conducted retrospective interviews,
asking them to walk us through their recent processes of imple-
menting new devices or applications into practice step-by-step.
From there, we unpacked their common motivations, pain points,
and ideal scenarios at each stage of their design and work processes.
Furthermore, we asked them to elaborate on their approaches to
evaluating the success and failure modes of their design.

(1) Opening
(2) Tell us one experience moving a new device, or new types of

AI (e.g., risk models, outpatient monitoring AI) into practice.
What was that process like?

(3) Questions about ecosystem:
(a) How do you conceptualize the mental healthcare “ecosys-

tem”?
(b) What types of data are currently collected for mental

healthcare purposes?
(c) What types of technology/tools (e.g., devices, software,

systems) are commonly used in support of the current
mental healthcare ECOSYSTEM?

(d) What types of AI systems are currently used in the mental
healthcare ECOSYSTEM, if any?

(e) What are some common organizational boundaries in the
current mental healthcare ECOSYSTEM?

(4) Questions about stakeholders:
(a) What stakeholders are involved?
(b) What are their concerns, needs, and priorities?
(c) Are there tensions among these stakeholders’ needs?
(d) What are the relations and power dynamics in between

these stakeholders?
(e) What role does stakeholders’ experience in the mental

healthcare ECOSYSTEM play in your design?
(5) Questions about societal-scale AI design goals:
(a) What are your common goals across your design projects?
(b) Based on your design goals, how do you evaluate the

success and failure modes of your design respectively?
(c) How do you account for stakeholder statistication in your

design?
(d) How do you account for clinical performance and out-

comes in your design?
(6) Questions about concerns, risk prediction, and manage-

ment:
(a) What risks do you account for your design?
(b) How do you assess such risks?
(c) What types of risk are deal breakers of a design plan?
(d) How do you manage risks around outpatient data or data

collected outside of clinical settings?

https://www.whitehouse.gov/briefing-room/statements-releases/2023/05/18/fact-sheet-biden-harris-administration-announces-new-actions-to-tackle-nations-mental-health-crisis/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/05/18/fact-sheet-biden-harris-administration-announces-new-actions-to-tackle-nations-mental-health-crisis/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/05/18/fact-sheet-biden-harris-administration-announces-new-actions-to-tackle-nations-mental-health-crisis/
https://doi.org/10.1145/3448696.3448703
https://doi.org/10.48550/ARXIV.2304.06639
https://doi.org/10.48550/ARXIV.2304.06639
https://doi.org/10.1201/9780203744338
https://doi.org/10.1145/3398069
https://doi.org/10.1145/3398069
https://doi.org/10.1073/pnas.1910402117
https://arxiv.org/abs/https://www.pnas.org/doi/pdf/10.1073/pnas.1910402117
https://doi.org/10.1057/s41599-022-01209-1
https://doi.org/10.1057/s41599-022-01209-1
https://doi.org/10.1145/3411764.3445447
https://doi.org/10.1145/3411764.3445447
https://doi.org/10.1145/3313831.3376301
https://doi.org/10.1145/3544549.3573827
https://doi.org/10.1145/3544549.3573827
https://doi.org/10.1145/3491102.3517491
https://doi.org/10.1145/3582430


Societal-Scale Human-AI Interaction Design? CHI ’24, May 11–16, 2024, Honolulu, HI, USA

(7) Questions about implementation process of societal-scale
AI design plans:

(a) What are the common stages in your implementation
plan?

(b) Who typically contributes to an implementation plan?
What are their roles?

(c) Please walk us through a concrete example of the imple-
mentation plan for one of your past or present projects.

(8) Questions about situating societal-scale AI in mental
healthcare:

(a) Please describe your ideal vision for the future of mental
healthcare.

(b) What are some obstacles that prevent this ideal vision?
(c) Where and how do the types of design you work on con-

tribute to this vision?
(d) Where and how do the types of design you work on bring

obstacles to this vision?
(e) (If the participant also worked on projects in the physical

healthcare area) Which of your prior answers may or may
not apply?

A.2 Interview Protocol with Physicians and
Patients

With physicians and patients, we first asked them to visualize how
the current mental healthcare system operates on a blank digi-
tal whiteboard and identified where they see the use of personal
sensing and AI systems, if at all. Based on their visualizations, we
asked them to elaborate on their struggles with the current health-
care ecosystem and pinpoint where they hope for changes. Next,
we provided them with some contextual knowledge on designing
and integrating consumer technologies into the mental healthcare
ecosystem by walking participants through Figure 1. From there,
participants shared their responses toward such visions of future
healthcare and, specifically, their willingness to share data to fuel
large-scale AI models in such ecosystems.

(1) Reviewing the current mental healthcare system: To gain an ini-
tial understanding of the participants’ awareness of the AIs
and the current healthcare system, we invited participants to
visualize how the current mental healthcare system operates on
a template. Specifically, participants would mark whether and
where AI applications are used in the present system. During
this section, participants would adopt a think-aloud approach,
elaborating their present pain points and desires for changes
while they map out the current system.

(2) An item-by-item inquiry of data-centric decisions: To probe users’
rationales of data sharing practices with healthcare providers,
prior to the study, we asked participants to download and
examine their data exported from Google Takeout 1, encom-
passing a wide range of user-generated data collected through
their Chrome browsers. During the interview, participants were
asked whether they would like to share each of the data items
with their mental healthcare providers and to elaborate on their
decision-making rationales for data sharing and data manage-
ment.

1See items available for data export on https://takeout.google.com/

(3) Envisioning ideal future healthcare ecosystem: Next, to co-design
the future of healthcare with stakeholders, we showed partic-
ipants Figure 1 and walked them through how future men-
tal healthcare can be accomplished through implementing an
ecosystem. Afterward, we invited participants to share their
comments and concerns for this future vision, proposing any
design recommendations and elaborating on their own ideal of
future mental healthcare.

B POSITIONALITY STATEMENT
We formed our research team with two AI/machine learning re-
searchers (one’s work focuses on theory-based simulation ap-
proaches to study AI fairness and interactions across multiple AI
systems; the other specializes in leveraging wearable sensing data
to build AI applications for mental healthcare) and two HCI re-
searchers (one focuses on design research and new methods to
study large-scale AI systems; the other applies empirical methods
to study multi-human, multi-agent interactions at various scales).
Per our self-identified demographics, the team consists of two East
Asian females and two U.S. White American males. We expect the
varying backgrounds of our research team to also contribute to
more diverse perspectives throughout the research process.

C STUDY PARTICIPANT DEMOGRAPHICS

Age Race/Ethnicity Preferred Pronouns
Platform Designers

18 - 29 1 White 5 She/her/hers 4
30 - 39 4 Black 1 He/him/his 5
40 - 49 2 Latinx 1
50+ 4 Asian 2

Other 0
Physicians

18 - 29 2 White 3 She/her/hers 3
30 - 39 3 Black 1 He/him/his 2
40 - 49 0 Latinx 0
50+ 0 Asian 1

Other 0
Patients

18 - 29 5 White 4 She/her/hers 9
30 - 39 6 Black 2 He/him/his 4
40 - 49 0 Latinx 1
50+ 2 Asian 4

Other 2

Table 2: Study Participants Demographics.

D THEMES FROM AFFINITY DIAGRAMMING
See Tables 3 and 4 on the next page.
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Current Design Practices
AI-driven design considerations Ecosystem-driven design considerations
Promises of societal-scale AI

• All-encompassing vision
• Oversee networked systems
• Scale-specific qualities of AI

Data-driven design goals
• AI’s needs for mass data
• Two paths to source data (Data-driven dichotomy)
– Clinical → non-clinical
– Non-clinical→ clinical

Data-driven design practices
• Scoping the platform by individual stakeholder
• Scoping the platform by specific symptoms
• Scoping the platform by technical infrastructure

Inherent tensions among stakeholders
• Increase vs. reduce doctor-patient face time
– Patients want to increase doctor-patient face time
– Physicians want to decrease doctor-patient face time
– Decision-makers want to decrease doctor-patient face time

• Targeted treatment vs. comprehensive care
– Motivations to treat targeted symptoms
– Motivations to improve overall wellness
– Cost efficiency of care types

Possible Design Breakdowns
Implications for AI design Implications for future mental healthcare
Individual risks

• Privacy
– Concerns for pervasive sensing
– Skepticism for data quality

• Fairness
– Optimism with model robustness

(Unsmooth) transition risks
• Policy-driven risks
– Policies define the clinical wall
– Policies drive unsmooth data transitions

• Development-related risks
– No for-development dataset
– No sandbox

• Organizational risks

A shift away from patient-centered care
• Fragmentation of healthcare
• User-engagement drives personalization
• Fairness and equity as afterthoughts

Table 3: Themes emerged from platform designer interview data analysis.

Perspectives on Mental Healthcare Ecosystem
Patients’ perspectives Physicians’ perspectives
Ideal vision of mental healthcare

• Efficiency
• Smooth patient journey
• Better-quality care
– Doctor-patient relationship

Current status quo and obstacles
• Neglect for need of care
• High cost
• Limited accessibility

Ideal vision of mental healthcare
• Efficiency
• Streamline procedure

Current status quo and obstacles
• High burn-out
• Repetitive procedures
• Non-care-related burdens

Perspectives on Societal-Scale AI in Mental Healthcare
Patients’ perspectives Physicians’ perspectives
Concerns

• Pervasive sensing and privacy risks
Hope

• Data advocates for care
• Streamlined patient journey

Concerns
• Data as liability

Hope
• Streamlined treatment process
• Improved clinical outcomes

Table 4: Themes emerged from patient and physician interview data analysis.
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